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Abstract

With the Evolutionary Multi Agent Systems (EMAS) it is possible to simulate biological mecha-
nisms of species formation, rivalry and competition between species, and social behavior. But there are  
many serious difficulties, which one faces in the process of setting up and observing computer simula-
tion of the biological system. Besides, the crucial process of independent verification via replication of  
results is almost unheard of in the area of computer simulation. Therefore, the appropriate simulation  
techniques  and tools  are  indispensable.  In this  paper  the  simulation  methodology of  the  evolution 
process realized in the multi-agent world is introduced. In addition we discuss the simulations of the 
evolutionary multi-agent prediction system carried out with the use of SWARM simulation system.

1 Introduction
It is typical in the research work made with the use of computer simulation that we try 

to observe and investigate properties of phenomena, which adequate mathematical model can-
not be formulated. We can only formulate models of subsystems (i.e. components of a system 
of interest) and define some basic interactions between them. But the relations that we are re-
ally interested in are nowhere explicitly encoded. They rather  emerge and become accessible 
for observation as a result of interactions between the subsystems that we simulate. All these 
things result from the fact that we deal with the complicated structure composed of some ele-
ments. The features of such a structure cannot be simply deduced from the features and behav-
ior of its elements when they are taken out from the structure. They can be researched only 
when these basic elements remain and act within a structure. This fact arises because the struc-
ture is not just a simple sum of its components. Structure specific features emerge at a higher 
level then our model is formulated, as a result of complicated interactions between basic ele-
ments of the structure. Therefor, structure specific features can be observed and researched only 
with the use of computer simulations. This is also the very natural way of developing the artifi-
cial intelligence. Artificial intelligence will not be achieved by single, very complicated and so-
phisticated algorithm. It will rather emerge as a result of interactions between numbers of quite 
simple entities, which can evaluate and thus adapt to the changing environment’s conditions. 
This is also the way that the natural intelligence was born. The general research program of in-
vestigating complex dynamical phenomena using simulation is [6]:
1. We must always be aware that a simulation is generating dynamical phenomena at a level 

that is higher than the level from which the elemental interactions are described. If we are to 
exploit simulation it is necessary to understand what this capability to produce hierarchies of 
emergent relations implies.

2. We must have methods with which to identify the elements of the underlying system that 
create the phenomena of interest.
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3. It is then necessary to formulate models of the important underlying subsystems (those that 
define the elemental subsystems and the element-element or object-object interactions).

4. Finally, we must create the framework in which the simulation of the subsystems in interac-
tion is composed, and embody the system representation in that framework so that the phe-
nomena of interest can be generated and analyzed.

The technology of Evolutionary Multi Agent Systems (EMAS), that arises as a result of 
introducing the evolution process into the multi-agent world, can be treated as a new approach 
to the construction of evolution programs and a new way of developing multi-agent systems.

Evolution process realized in the multi-agent world offers us new possibilities such as:
1. In the process of developing of our system we can make use of existing models of multi-

agent systems. This has the effect that agents that participate in the evolution process, envi-
ronment in which they act, agent-agent and agent-environment relations are well defined. 
All this features deal with the parts 2-3 of the research program described above.

2. Evolution process is decentralized and is performed with no common cadence.
3. Agents can interact independently with each other and with environment. This cause that 

emergence of social relations between agents is now possible.
4. Process of selection is decentralized because agents can compete for limited resources of the 

environment.
5. Last but  not  least,  by introducing evolution  process into  multi-agent system we provide 

agents the best mechanism of the adaptation toward changing environment.
With the Evolutionary Multi Agent Systems it is possible to simulate biological mecha-

nisms of species formation, rivalry and competition between species, social behavior and so on. 
It was not possible to introduce all these mechanisms in the case of classical evolution pro-
grams [4, 5].

Part 4 of the research program in the area of complex systems refers to the creation of 
the framework and the system representation. If we think for a while about this step we will 
quite soon realize that there are many problems connected with the simulation of such a sys-
tem. There are four main parts of a system creation. First we have to create the space and time 
in which the entities will act. In the case of  EMAS systems the space and time are usual dis-
crete. Next we have to create entities (agents) and mechanisms of their low-level interactions. 
These interactions are explicitly coded and we can formulate their models. The main interests 
of our research are of course higher level relations, which model cannot be formulated. We 
must have possibilities to observe our artificial world, thus it is also indispensable to build ob-
serving tools. In the end we must schedule events over those entities. In general agent-agent 
and agent-environment relations can be treated as discrete events of changing internal states of 
these objects. These changes are then communicated to the other entities that act in the system.

Problem of time is perhaps the most challenging part of the system creation. It is clear 
that we want to keep our system in the well-defined state of synchronization. For example, we 
want to update states of one kind of the objects before the other kind of the objects will be up-
dated because they depend on each other in some way. This is connected with the more general 
problems in the area of computer science of how to use and deal with concurrency. All these 
problems are quite subtle and sometimes-even people who make simulations are not conscious 
of their implications and how they affect results of their simulations.

Also, the very important thing is that the crucial in the science process of independent 
verification via replication of results is almost unheard of in the area of computer simulations. 
This fact results from the use of different simulation tools, operating systems, and hardware in 
the research work. Therefor, we must use simulation tools that will allow us to create repeat-
able and reliable results of our simulations.

2 The formal model of the multi-agent system
As we have said already, there are many models of multi-agent system that we make use 

of in the steps 2-3 of the research program. In the following sections, we will be using one of 



these models: the model based on the concept of the M-Agent architecture in order to formulate 
lower-level models of our sample system. For the convenience of reader we introduce some ba-
sic concepts of this model. Details can be found in [1, 2].

The whole multi-agent system AW can be described as AW = (Α, Ε), where Α is a set of 
possible configurations of agents, and Ε is a set of possible configurations of the environment 
spaces. The whole environment V = (E, A, C), where E is the space in which agents remain, A 
is a set of agents which act in E, and C is a set of agent-agent and agent-environment relations. 
The space E = (R, T), where T is a topology of space, and R is a configuration of resources. 

An agent can be described from two points of view that correspond with two profiles: 
intellectual and energetic. 

Intellectual profile of the autonomous agent a = (M, Q, S, I, X, L, m, q, s), ([1, 2]) where 
M is a set of models representing agent’s knowledge about the environment;  m is an actual 
model of the environment, m ∈M; Q is a queue (a set with a given order) of agent’s goals; q is 
a goal actually realized by the agent; S is a set of strategies, which performing agent may take 
into consideration;  s is a strategy to be realized;  I is the observation operator, which with the 
use of the set M, builds the model m of the environment; X is the strategy s realization operator, 
when applied it causes changes in the environment; { }SM LLL ,=  is an adaptation operator that 
adjusts the agent to the particular characteristic features of the environment by changing sets M 
and S.

The agent a, using the observation operator I, builds the model m of the observed envi-
ronment. Then it selects strategy s, which changes the environment according to its model m in 
the best way from the point of view of the goal q. The selected optimal strategy is then realized 
using operator X. In the end the agent a, using the operator I, builds a new model ''m  of the 
changed environment and the whole process is repeated.

Energetic profile of an agent a may be defined as an energetic state P, which changes 
when the agent performs actions. The state P defines ability of the agent a to act and to survive. 
Energetic profile may be especially useful in evolution process, where it provides a very natural 
way of eliminating agents with low fitness to the environment conditions from the system.

3 SWARM: the simulation tool
The SWARM simulation system has been created at the Santa Fe Institute [7, 8]. This 

system can be very useful for the researchers working in the field of computer simulations, es-
pecially in the area of multi- agent systems and artificial life.

The main goal of its authors was to create such a simulation tool that the results ob-
tained with the use of it would be reliable and repeatable. In order to achieve this goal simula-
tion writing is brought up to a higher level of expression. Applications are written with refer-
ence to a standard set of simulation tools. The task of using the concurrency is made manage-
able. SWARM insulates the author of a simulation from all the computer science knowledge 
that is usually required to implement distributed and concurrent systems reliable. In addition 
SWARM forces experimenters to make their concurrency assumptions explicit.

SWARM is implemented in the Object-Oriented Programming language Objective C. 
Computation in a SWARM application is made via objects sending messages to each other.

SWARM applications are structured around the concept of the Swarm. Swarms are the 
basic building blocks of the SWARM simulation. A Swarm is combination of a collection of 
objects and a schedule of activity over those objects. The collections are like the matter of the 
Swarm and the schedule is like the arrow of time. 

The core of every application is the model swarm. It encapsulates the simulated model, 
i.e. agents, physical properties and structure of the space etc. In addition to the object collec-
tion, the model swarm also contains a schedule of activity over these objects. Model swarm 
consists of a set of inputs and outputs. The inputs are the model parameters and the outputs are 
the data, which are the result of the agents’ activity.



Second very important part of the system is observer swarm. The most important object 
in an observer swarm is the model swarm that is being studied. In addition observer swarm has 
a collection of objects (instrumentation), a schedule of activity and a set of inputs and outputs. 
With the use of this instrumentation we can observe our artificial world, collect data for the fu-
ture analysis etc. The inputs to the observer swarm are configurations of the observer tools. The 
outputs are the observations. The observer swarm can run in graphics mode or in batch mode. 
In batch mode we cannot interact with the simulation. The batch swarm reads the data from 
configuration file and writes the data to the other files for analysis.

The SWARM system has large number of class libraries, which provides users tools in-
dispensable in the process of creation of the simulation. Detailed description of all these li-
braries can be found in [8].

4 Sample application
In the following sections we will describe sample application of the EMAS technology 

to the 0-1 time sequence prediction system. 
In this system the main goal of the population of agents is to predict the changes of the 

environment. In the environment a parameter α ∈{0, 1} is defined. Variations of the parameter 
α in discrete moments of time may be represented by the binary sequence x(t), where x(t) is the 
value of α in the time t. Value of the parameter α is available for all the agents acting in the en-
vironment. Each agent tries to predict the value that the α will take in the time t+1. So the i-th 
agent generates the binary sequence iy , such that )1()( += txtyi .

4.1 Model of the system
Resources available for all the agents are parameter α and energy eP , so in our case 

{ }ePR ,α= . The topology T of the environment is graph. Every node of this graph has connec-
tions with its eight neighbors.

In the considered system the agent consists of one or more cells. The cell consists of the 
finite automaton, information about its age and statistics. Each cell makes its predictions with 
the use of finite automaton, which input/output language consists of symbols 0 and 1. The fi-
nite automaton plays the role of the chromosome of particular cell [3, 4, 5].

There are four parameters that show the quality of prediction made by particular agent: 
)0(j

ikΨ  - probability of good prediction connected with the transition through 0 from the j-th 

state of the k-th cell of i-th agent; )1(j
ikΨ  - probability of good prediction connected with the 

transition through 1 from the j-th state of the k-th cell of i-th agent; )(tiΨ  - probability of 

good prediction made by the i-th agent; i
maxΨ - maximal probability of good prediction made 

by the i-th agent during its lifetime.
The evolution process involves reproduction, mutation, crossover, aggregation, and es-

cape operators. In the reproduction process an existing agent creates a new one. Chromosomes 
and other parameters of the new agent are equal to its parent’s.  Mutation operator may alter 
output symbol and transition between particular states. Crossover operator mixes homologous 
chromosomes of two agents. The aggregation operator serves as a mechanism of emergence of 
social relations between agents. The escape operator allows agents to migrate toward different 
environments.

Two agents  ia  and  ja  make decision of forming an aggregate in the moment  t if 
)()()()(),( maxmaxmax ttttdaad ji

jiji Ψ≥Ψ∧Ψ≤Ψ∧≤ , where  ),( ji aad  is  the  length  of 

the shortest path between agents ia  and ja  in graph-like environment, and maxd  is the maxi-
mal length of the shortest path.

The model of the environment of i-th agent in the time t is
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After applying the strategy realization operator X the agent’s model of the environment 
is )),...1(),1(()),(),(()(' ++= ttyttytm iiiii ωω , where )()( uyuy iki =  for ,...1, += ttu , 
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The goal of the intellectual profile is to make correct predictions:
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Now  the  time  is  incremented  and  the  observation  operator  I generates  the  model 
( ) ( ),...)1(),1(,)(),()('' +Ω+Ω= ttYttYtm iiiii  (by getting the value of  x(t) from the envi-

ronment).  This  model  is  the  initial  model  for  the  next  iteration.  The  adaptation  operator 
{ }mLL =  is consisted of all the evolution operators.

Energetic profile of i-th agent is represented by the real value )(tPi . The main goal of 
the agent in this profile is to maximize the value of )(tPi . In order to realize this goal the en-
ergetic strategy se  is realized by applying one of the following operators: reproduction, aggre-
gation, escape.

The evaluation of the i-th agent’s energy is ∑
=
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)(tPi  is the energy of i-th agent of age t, )0(iP  is the initial energy of i-th agent, and
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4.2 Simulations’ results
The main goal of the simulations was to investigate whether new evolution operators: 

aggregation and escape can improve quality of the predictions made by agents. The intensity of 
mutation and  crossover were not taken into consideration in this research. In all the experi-
ments, which results are presented below, the population of agents had to predict the values of 
α parameter taken from the 0-1 random sequence. This sequence was repeated periodically giv-
ing as a result infinite sequence. The first goal of our simulations was to research if the aggre-
gation operator improves results of predictions made by the agents. The maximal number of 
states of the finite automatons was ten. The agents had to predict values taken from the se-
quence that was three times longer then the maximal number of states of the finite automatons. 



Figure 1 shows how the mechanism of natural selection affects the population of agents 
when only classical evolution operators were active. In the first step of simulation all the agents 
have 50% of correct predictions (this is the initial value). The number of agents significantly 
drops in the next steps. The next generations of agents are descendants of the agents with the 
best fitness to the environment conditions. Therefore, we can observe the new maximum rising 
in the group of agents with 75-80% of correct predictions.

Figure 2 shows the average percentage of correct predictions during the whole simula-
tion. It can be seen that aggregation operator significantly improves results. The average per-
cent of correct predictions is at the level of 75% during almost the whole simulation. When 
only  classical evolution operators are activated the average percentage of correct predictions 
approaches the value of 65%.

The simulations with the escape operator were made in order to research the influence 
of the escape evolution operator on the evolution process in prediction system. The maximal 
number of states of the finite automatons was five. The first type of simulations aimed at com-
parison between classical evolution operators and classical evolution operators together with 
the  escape operator.  There  were  created  three  environments.  In the  main  environment  the 
agents’ goal was to predict values from the sequence that was eight times longer than the maxi-
mal number of states of the finite automatons. In addition to this environment there existed two 
other environments.  In these environments  agents had to predict  values  taken from the se-
quences, which did splitting the main sequence into two parts create. When the escape operator 
was  active  the  simulation  consisted  of  two parts.  The first  part  of  the  simulation  was  the 
process of species formation. The agents lived in the two environments with the shorter se-
quences. After some time they were forced to move towards the environment with the main se-
quence. The results can be seen in the Figure 3. The escape operator significantly improved the 
results of the evolution process. We can observe many more agents with the higher percentage 
of correct predictions in the population than in the case when there were activated only the 
classical evolution operators.

Figure 1 Typical percentage of correct 
predictions' distribution changes during 
the simulation. Only classical evolution 
operators.

Figure 2 Average percentage of correct 
predictions. Darker line shows results 
with aggregation.



In the second type of simulations all conditions of the simulation were the same except 
of that the aggregation operator was activated. The aggregation was allowed only in the envi-
ronment with the main sequence. The agents could form the aggregates consisted of two cells. 
Figure 4 shows the results of these simulations. Also in this case the application of the escape 
evolution operator improved the results of predictions made by the population of agents.

5 Conclusions
In this paper the simulation methodology of the evolution process in multi-agent world 

has been presented. It is typical to the research in the area of Evolutionary Multi Agent Systems 
(and more general to every research made with the use of computer simulations) that we try to 
observe and investigate the  emergence of phenomena, which mathematical model cannot be 
formulated explicitly. Therefore the appropriate methodology of this kind of research is indis-
pensable. The program of research can be expressed in two main steps:
• formulate models of the system’s components (subsystems) and its interactions at the lower 

level, and
• create the framework in which the subsystems and their interactions can be simulated in or-

der to generate and observe the phenomena of interest. 
In our paper we have proposed the model based on the concept of the M-Agent architecture. 
This  model  allows  us  to  formalize  the  properties  of  the  multi-agent  system (environment, 
agents, agent-agent and agent-environment relations). Thus this model can serve as a tool in the 
first part of research. The second part of research made with the use of computer simulation re-
quires appropriate programming tools. These tools should allow us to obtain reliable and re-
peatable results of our simulations. In this paper we have proposed the SWARM simulation 
system for this part of research. This system has all the features, which are indispensable in the 
EMAS and artificial life simulations. We have applied this methodology to the research con-
cerning the emergence of social relations between agents (the  aggregation operator) and the 
process of species formation (the  escape operator). These phenomena were researched in the 
random 0-1 time sequence prediction system. It has been shown that these two new operators 
significantly improved the evolution process in the multi-agent prediction system. Future re-
search will be focused on introducing new evolution mechanisms based on the biological evo-
lution, and application of the neural network instead of the finite state automaton. Therefor, it 
will be possible to research different phenomena that exist in the process of biological evolu-
tion.
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