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Streszczenie

W niniejszej pracy zaprezentowano teoretyczne oszacowanie kosztu obliczeniowego dokładnego solwera
wielofrontalnego dla izogeometrycznej metody elementów skończonych uruchamianego na maszynach
równoległych z pamięcią rozproszoną. Teoretyczne szacowanie zarówno kosztu obliczeniowego jak i kosztu
komunikacji solwera dokładnego zostało wykonane dla przypadków 2D oraz 3D, z zachowaniem globalnej
ciągłości Cp−1 dla rozwiązania izogeometrycznego.

Następnie zaprezentowano wersję równoległą algorytmu zmienno-kierunkowego solwera izogeometrycz-
nego L2 projekcji (ADS) do rozwiązywania problemów niestacjonarnych zmiennych w czasie. Algorytm
ten został opisany za pomocą pseudokodu. Zaprezentowane są również teoretyczne szacowania kosztu obli-
czeniowego oraz komunikacji pojedynczego kroku czasowego dla algorytmu równoległego. Przedstawiona
jest analiza całkowania dla izogeometrycznej metody elementów skończonych.

W szczególności pokazano, że dla solwerów izogeometrycznych, dla B-spline-ów wyższych rzędów,
znaczącym kosztem przy wykonywaniu sekwencyjnym na CPU jest generacja macierzy frontalnych.
Algorytm całkowania zaprezentowany został za pomocą sekwencji podstawowych niepodzielnych zadań
oraz relacji zależności pomiędzy nimi. Te podstawowe zadania zdefiniowane są dla poszczególnych kroków
całkowania dla zadanych punktów całkowania. Zaprezentowany został sposób przygotowywania zestawów
niezależnych zadań, które mogą być wykonywane niezależnie na kracie graficznej. Do tego celu został
użyty graf pokazujący zależności pomiędzy poszczególnymi zadaniami algorytmu całkowania.

Teoretyczne szacowania dla solwera wielofrontalnego zostały zweryfikowane poprzez wykonanie szeregu
eksperymentów z wykorzystaniem trzech równoległych solwerów wielofrontalnych: MUMPS, PaStiX oraz
SuperLU, dostępnych w pakiecie obliczeniowym PETIGA, rozszerzającym PETSc. Teoretyczne szacowania
dla algorytmu ADS zostały porównane z wynikami eksperymentów wykonanych dla linuxowym klastrze
LONESTAR z Texas Advanced Computing Center przy wykorzystaniu 1728 procesorów. Zaprezentowano
również zastosowanie algorytmu ADS do rozwiązania wymagającego problemu przepływu nieliniowego
w wysoce niejednorodnych ośrodkach porowatych. Algorytm całkowania został zaimplementowany na
kartę graficzną oraz przetestowany na szeregu danych numerycznych. Czas obliczeń algorytmu całkowania
równoległego na karcie graficznej został porównany z czasem obliczeń algorytmu całkowania sekwencyjnego
na CPU. Wszystkie wyniki zostały również porównane z oszacowaniami teoretycznymi.

Abstract

In this thesis we present a theoretical estimation of the computational costs for isogeometric multi-
frontal direct solver executed on parallel distributed memory machines. We estimate theoretically both
the computational cost and the communication cost of a direct solver for the two-dimensional (2D) case,
and for the three-dimensional (3D) case for the Cp−1 global continuity of the isogeometric solution.

Later we present a parallel version of the alternating directions isogeometric L2 projections algorithm
(ADS) for solving non-stationary time dependent problems. The algorithm is described in pseudo-code.
The theoretical estimations on the computational and communication complexities for a single time step
of the parallel algorithm are presented. We analyze the integration for isogeometric finite element method
solvers.

In particular, we show that isogeometric solvers with higher order B-splines spend significant amount
of time for generation of the element frontal matrices when executed sequentially on CPU. The integration
algorithm is represented as a sequence of basic undividable computational tasks and the dependency
relation between them is identified. The basic tasks are defined for particular steps of the integration
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algorithm, for given integration points. We show how to prepare independent sets of tasks that can be
automatically scheduled and executed concurrently in a GPU card. This is done with the help of the
graph expressing the dependency between tasks, constructed for the integration algorithm.

The theoretical estimates for multi-frontal solver are verified with numerical experiments performed
with three parallel multi-frontal direct solvers: MUMPS, PaStiX and SuperLU, available through PETIGA
toolkit built on top of PETSc. The theoretical estimates for ADS are compared with numerical experiments
performed on the LONESTAR Linux cluster from Texas Advanced Computing Center, using 1728 processors.
We also present the application of the method for numerical solution of the challenging problem of nonlinear
flows in highly-heterogeneous porous media. The integration algorithm is implemented on GPU and tested
on a sequence of numerical examples. The execution time of the concurrent GPU integration is compared
with the sequential integration executed on CPU. All resuls have been compared with the theoretical
estimates.
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Chapter 1
Introduction

1.1. Motivation

The key motivation for this work is:

1. Computing finite element method (just like with any other mesh-based methods) requires generation
of two or three-dimensional computational meshes, along with material functions. Classical methods
use different polynomials for basis functions to represent geometry and numerical results. We
intend to use the isogeometric finite elements method [3, 12, 13, 16, 17], which allows using same
functions (B-splines) both for geometry description and solving the numerical problem. We plan
to use isogeometric finite elements method to generate the continuous approximation of non-linear
parabolic equations. The isogeometric representation allows performing computations for problems
requiring higher continuity of basis functions than traditional finite elements method. Current
methods of solving nonlinear parabolic problems are very expensive. We expect that using a parallel
version of the Alternating Direction Solver (ADS), a recent direct solver algorithm [43], with explicit
Euler scheme, will reduce the computational cost significantly. We plan to develop a parallel version of
the alternating direction solver, for simulations of nonlinear parabolic problems and their non-linear
extensions, using explicit Euler scheme with isogeometric finite elements method.

2. Based on the initial test on isogeometric algorithms in different parallel implementations, we expect
that a parallel version of the code for shared memory architecture might be required. Massively
parallel model for shared memory is planned. To derive an efficient parallel implementation, we
plan to make a formal analysis of the problem concurrency using graph dependency between tasks,
based on the practical application of trace theory [35, 61, 78]. We also plan to perform analysis
of concurrency of isogeometric solver using PCAM (Partitioning, Communication, Agglomeration,
Mapping) methodology [42, 65] targeting distributed memory parallel machines. Additionally, we
would like to target hybrid architecture parallel machines, as a result of cascade of the two above
models.

3. We plan to estimate the computational and communication complexities of parallel isogeometric
solver algorithm on parallel distributed memory machines. We are going to determine the convergence
and scalability of the two and three-dimensional model projection algorithms for different input data
experimentally, with the application of the simulations of extraction of oil and gas formations in the
ground [4, 55].
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1.2. Purpose of this book

1.2.1. Main thesis

The main thesis of this book may be summarized as follows:

It is possible to develop new effective direct solver algorithms for Isogeometric Finite Element Method
based on concurrency analysis conducted by trace theory. Developed solvers will have better scalability
compared to existing direct solvers.

The goal of this dissertation is to propose a parallel trace theory-based algorithm for the isogeometric
L2 projections. The algorithm will allow performing fast simulations with explicit dynamics. They involve
a sequence of the isogeometric L2 projections to be executed in every time step. Our algorithm will deliver
an almost ideal scalability on hybrid memory Linux cluster as a result of merging:

(a) parallel Alternating Directions Solver delivering almost ideal parallel scalability on distributed
memory Linux cluster and

(b) parallel trace-theory based integration delivering almost ideal parallel scalability on shared memory
Linux node and GPGPU

1.2.2. Structure of this book

This book is devided into six chapters and three appendices.
Chapter 2 contains Introduction to sparse matrix multifrontal solvers (Sections 2.1 and 2.2). This is
followed by theoretical computational cost estimates (Section 2.3).

Chapter 3 comprises one of two main theoretical parts of this thesis- a parallel version of algorithm
from Appendix A. At the beginning (Section 3.1) we present the parallel algorithm itself. It is followed by
complexity analysis (Section 3.2) and theoretical cost estimates.

Chapter 4 contains second main theoretical part of this thesis- a new parallel integration algorithm
based on trace theory analysis. Section 4.1 introduces integration algorithm, with some details described
in Appendix C. Further different types of basis functions are discussed in subsections: in 4.1.1- linear basis
functions, quadratic basis functions in 4.1.2 and higher order basis functions in 4.1.3. Selection of tasks
and construction of task graph is discussed in Section 4.2. Finally parallel OpenMP implementation is
discussed in Section 4.3.

Chapter 5 shows numerical results of algorithms presented in this thesis. Parallel different multi-frontal
solvers for IGA-FEM are included in Section 5.1, both in 2D (5.1.1) and 3D (5.1.4). They are followed
by parallel isogeometric L2 projection with ADS algorithm (Section 5.2). Section 5.3 shows proportions
between integration and total solution time for both multi-frontal (chapter 2) and ADS (3) solvers. Later
we introduce numerical results for comparison of integration time on both GPU and CPU in Section 5.4
as well as OpenMP integration time in Section 5.5. Finally we show application of previous algorithms for
solving non-liear flow in heterogeneous media in Section 5.6.

Chapter 6 contains the evaluation of all the obtained results and outlines the potential for future
research.

M. Woźniak Isogeometric solvers



1.3. State of the art 11

1.3. State of the art

1.3.1. Isogeometric finite element method

Classical higher-order finite element methods (FEM) using hierarchical basis functions [33, 34] maintain
C0-continuity between particular finite elements. The isogeometric analysis (IGA) has been introduced,
where B-splines are used as basis functions, and thus, IGA delivers Ck global continuity even on the
interfaces between particular finite elements [30].

The higher continuity obtained at element interfaces allows IGA to attain optimal convergence rates
for high polynomial orders of approximation, with a low number of degrees of freedom than classical FEM
methods [13]. IGA methods allow obtaining the solution of higher-order partial differential equations
(PDE) with elegance.

The IGA method has been applied to deformable shell theory [17], phase field modeling [31, 32], phase
separation simulations with either Cahn-Hilliard [49] or Navier-Stokes-Korteweg higher order models
[50]. The IGA methods have been also succesfully applied for solution of non-linear problems, such
as wind turbine aerodynamics [54], incompressible hyper-elasticity [38], turbulent flow simulations [26],
transportation of drugs in arterials [53] or the blood flow simulations [14, 23].

Nevertheless, the price to pay for the usage of higher order IGA methods is the higher computational
cost of solvers, since the IGA methods produce denser matrices [24, 28]. This is true for all implementations
of direct solvers [39, 40], including MUMPS solver [6], modern implementations for adaptive and higher
order methods [47] or graph-grammar based approach [67, 68, 69, 70].

1.3.2. Direct and iterative solvers

There are two most popular methods for solving a linear system of equations:

– direct

– iterative

The direct methods deliver an exact solution of the system of linear equations. The only source of error is
the round-off error resulting from execution of floating point operations. The iterative methods provide an
approximation of the solution, up to the prescribed accuracy. The computational cost of iterative solvers is
usually lower then the one of the direct solvers. However, the iterative solvers have several disadvantages:

– They often involve severe convergence problems. Thus, different solvers and different preconditioners
are needed for different application, see e.g. [41] for elasticity simulations, [52] for the propagation of
electromagnetic waves, [8] for fluid dynamics simulations, [15, 22, 25, 27, 46] for isogeometric finite
element method.

– In addition to the convergence problems, iterative solvers may be slower than direct solvers when
we solve a problem with multiple right-hand-sides. This is because once we have LU factorized the
problem within the direct solver; each new right-hand-side requires just one forward and backward
substitution.

– Iterative solvers may also be slower than direct solvers when several matrices with a common set of
rows and columns need to be solved, as it occurs in mesh-based methods when local grid refinements
are performed [2, 48, 64].

– Moreover, direct solvers are the main building block of most iterative solvers, e.g. multi-grid solvers.

M. Woźniak Isogeometric solvers
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Thus, direct solvers become essential in many applications.

There exist several direct methods for the solution of a linear system of equations. The fastest method
is LU factorization, also known as Gaussian elimination. State-of-the-art implementations of the LU
factorization algorithm for sparse matrices include the frontal [39, 56] and multi-frontal solvers [40, 47].
The latest trends in this area include efficient parallelization techniques (see e.g., [7, 60]). Moreover,
application-specific implementations take advantage of the data-structures of the Galerkin method, such
as the works of [19, 68, 69, 70, 79].

The system of linear equations generated for IGA simulations is usually solved with either multifrontal
direct solvers or iterative solvers, such as the ones available through PETSc library [9, 10, 11]. There
are also some modern linear computational cost solvers utilizing the concept of H-matrices, delivering
approximate solutions [72, 73]. However they work for eliptic positive definite problems only.

In this dissertation, we focus on the isogeometric L2 projection, which is a numerical kernel for explicit
dynamics simulations, and we show how to obtain fast parallel solver for distributed and hybrid memory
machines.

1.3.3. Generation of element matrices for finite element method computa-
tions

Before we call any solver, either direct or iterative, we need to generate a system of linear equations. It
is done by integrating some basis functions over particular finite elements. The formula for the integral
changes with the problem being solved, but the structure of the algorithm is the same.

The integration for higher order basis functions executed sequentially on a CPU is often expensive
[33, 34]. In general, for higher order basis functions, there are O(p) functions per single element in
one-dimensional problems (1D), and the integration requires O(p3) operations. In two-dimensions (2D)
integration requires O(p6) operations moreover, in three-dimensions (3D), it requires O(p9) operations
over a single element.

1.3.4. Alternating directions solver for isogeometric L2 projections

The alternating direction method was introduced to speed up the solution process of time-dependent
problems with Laplace equations solved using the finite difference method [20, 37, 71, 77]. The idea
was to introduce an intermediate time step and split the Laplace operator into separate operators, the
differentiations along particular axes. The similar method has been recently proposed for the case of
the computations of the L2 projections using the isogeometric finite element method [43]. The idea is
to utilize the tensor product structure of the B-spline basis functions and to express the projection
matrix (equivalent to the mass matrix) as the multiplication of the matrices with B-splines defined along
particular axes. The method is described with all the details in Appendix A. This method can also be
generalized to curvilinear geometries, by utilizing the conjugate gradient solver with the direction splitting
for the preconditioner [44]. Marcin Łoś has estimated the computational complexity of the sequential
alternating direction solver for isogeometric L2 projections in his Master Thesis. We summarize this result
in Appendix B.

M. Woźniak Isogeometric solvers



1.3. State of the art 13

1.3.5. Isogeometric L2 projection for time dependent problems

The isogeometric L2 projections can be applied for solution of time-dependent problems of the following
form:

∂u

∂l
− L(u) = f(x, t) in Ω× (0, T ) (1.1)

u(x, 0)=u0(x) in Ω (1.2)

We transform the time dependent problem into the weak form:(
v,
∂u

∂t

)
Ω
−(v, L(u))Ω = (v, f)Ω ∀v ∈ V (1.3)

where
(f1, f2)Ω =

∫
Ω

f1f2dx (1.4)

Finally we can utilize Forward Euler scheme
∂u

∂t
≈ ut+1 − ut

∆t (1.5)(
v,
ut+1 − ut

∆t

)
Ω
− (v, L(ut))Ω = (v, ft)Ω ∀v ∈ V (1.6)

(v, ut+1)Ω = (v, ut + ∆t[L(ut) + ft])Ω (1.7)

The Euler scheme is actually equivalent to execution of the sequence of isogeometric L2 projections. Thus,
the parallel alternating directions method for isogeometric L2 projections can be applied as a fast solver
for explicit dynamics.

1.3.6. Open problems

In this dissertation, we plan to solve the following list of open problems, related to the development of
efficient direct solvers for three-dimensional simulations of non-stationary parabolic problems of the form

∂u(x)
∂t

−∇ ◦ (K(x)∇u) = h(x) (1.8)

as well as their non-linear modifications where parameterK(x) is a non-linear function, defined
over regular as well as curvilinear computational domain, using isogeometric finite element method
[3, 12, 13, 16, 17]. In other words, we have Lu = ∇ ◦ (k(x)∇u), however our results can be also applied to
other kind of L.

1. There exists the Alternating Direction Solver (ADS) sequential algorithm [45] for solutions of
particular time steps of the non-stationary problems of the above form Using the Euler scheme and
isogeometric finite element method with linear O(N) computational cost. However, this algorithm
does not have an efficient parallel version so far, targeting distributed memory parallel machine.

2. Difficult problems of non-linear flows in heterogeneous media, like the one presented in [4, 55] having
the applications to the simulations of extractions of oil and gas formations in the ground, required
solution of system of linear equations with several million unknowns (degrees of freedom), to be
solved in thousands of time steps. Execution of such the simulations requires the possibility of the
solution of systems of linear equations with 107 − 109 unknowns within several seconds - several
minutes. It is necessary to develop a fast parallel version of the ADS solver working over parallel
machines (shared memory nodes, Linux clusters with distributed memory, with local shared memory
nodes, GPU cards or clusters of GPU cards with hybrid memory). Only such efficient parallel solver
will enable accurate and cost-effective solutions for such applications.

M. Woźniak Isogeometric solvers



1.3. State of the art 14

3. The ADS direct solver algorithm works only in the case when the geometry is regular, the Jacobian is
constant, and the resulting projection problem is separable [45]. This is related to the case when the
geometry of the computational problem is regular and is equal to the three-dimensional cube [0, 1]3

[46]. In a case of solving the computational problem over three-dimensional non-regular domains,
with curvilinear shapes, defined employing B-splines or NURBS, the Jacobian is a complicated
function, which additionally changes from one-time step to the other. In such a case the ADS
algorithm can be applied as a preconditioner for iterative solver [35], to reduce the number of
iterations of the solver significantly. The only problem is to interface the parallel ADS solver with
several parallel iterative solvers. This can be done through interfacing the ADS solver with PETIGA
toolkit build on top of PETSc library [1].

4. Classical direct solvers, such as multifrontal direct solver executed on three-dimensional problems
has computational cost O(N2p3) in sequential mode and O(N4/3p2) in parallel mode, for the case
of Linux cluster with distributed memory [81] and similar computational cost for shared memory
GPU cards [79]. These computational costs are too large to be able to apply the multifrontal direct
solver for large three-dimensional non-stationary problems like the one considered in this work.

5. The development of an efficient parallel version of the ADS solver is necessary for the accurate,
efficient solution of a class of three-dimensional non-stationary computational problems considered
in this proposal. In particular, the simulations of non-linear flows in heterogeneous media performed
so far by using classical methods requires substantial simplifications and rough approximations of
input data [4, 55], due to the huge computational cost of direct methods.

6. The B-Spline basis functions of order p have their support over (p+ 1)d finite elements, where d is
the spatial dimension. This results in (p+ 1)d basis functions over each element. Thus generation of
element matrices is expensive and it requires some special parallelization techniques.

The main motivation of this dissertation is to obtain a fast, efficient parallel algorithm for the solution
of the non-stationary parabolic equations. In particular, we would like to solve the problem of non-
linear flow in heterogeneous media [4, 55] using isogeometric finite element method, a modern numerical
technique for solving stationary and non-stationary problems [3, 12, 13, 16, 17]. The problem of non-linear
flow is important in many geoengineering problems [4, 55], in particular to those related to reservoir
characterization and for location and extraction of oil and gas (including shell gas) bearing formations in
the ground.

In particular, we aim to solve the following equation

∂u(x)
∂t

−∇ ◦ (K(x, u, µ)∇u) = h(x) (1.9)

where u - pressure, K - permeability, h - forcing, domain D = [0, 1]3

K(x, u, µ) = Kq(x)e10u (1.10)

h(x) = 1 + sin(2πx1)sin(2πx2)sin(2πx3) (1.11)

where Kq is in range [1, 10]3. The values of Kq are presented in Figure 1.1. These values have been
generated according to the real data obtained from [4].

We solve the above problem by using Euler scheme in the weak form,

(ut+1, v)L2 = (ut + ∆t[∇ ◦ (Kq(x)e10u∇ut) + h(x)], v)L2∀v ∈ V (1.12)

M. Woźniak Isogeometric solvers
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where V is a space generated by three-dimensional B-spline basis functions. Kq and h are non-uniform
in space but constant in time. Initial condition u0 is three-dimensional ball with maximum value = 2 at
point (0.5, 0.5, 0.5), radius=0.33. The time step size is ∆t = 10−6 (in the dimensionless formulation, to
satisfy the Courant–Friedrichs–Lewy (CFL) condition of stability).

We would like to develop a fast, efficient parallel alternative direction solver for fast solution of this
computational problem.

Figure 1.1: Distribution of values of Kq material data over the computational domain.

1.3.7. Main scientific results

The main scientific results of the dissertation are the following:

1. We propose an efficient parallel algorithm of the isogeometric L2 projection for distributed memory
machines, using the trace theory approach.

2. We estimate the computational and communication complexities of state of the art parallel multi-
frontal solvers executed over the distributed memory parallel machines

3. We estimate the computational and communication complexities of isogeometric L2 projections
executed over the distributed memory parallel machines

4. We propose efficient algorithm of integration for isogeometric finite element method with B-splines
and NURBS for shared memory machines, using the trace theory approach

5. We provide an efficient implementation of the parallel isogeometric L2 projection for distributed
memory parallel machines

6. We provide an efficient implementation of integration for isogeometric finite element method for
shared-memory parallel machines

M. Woźniak Isogeometric solvers



Chapter 2
Computational complexities of classical
parallel multi-frontal solver for distributed
memory cluster

The main goal of this chapter is to present theoretical estimates of computational complexity for an
isogeometric multifrontal direct solver for distributed memory architecture. We derive estimates for the
complexity of the number of floating point operations (FLOPS) required to solve a system of linear
equations using a direct multifrontal solver on distributed memory parallel machine for two-dimensional
and three-dimensional problems.

2.1. Schur Complement

At the very beginning, we analyse cost of Shur Complement operation, since it is the main part of
multifrontal solver. By noticing, that Schur Complement is equivalent to partial forward elimination we
can estimate FLOPS.

We have a matrix M with q rows to be eliminated (we call these rows “fully assembled rows”) from
the matrix of size (q + r)× (q + r). We call the remaining r rows the “non-fully assembled rows”.

q

r

Figure 2.1: Visual explanation of q and r
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2.2. The multi-frontal solver 17

To perform such elimination we have to eliminate q rows from a matrix with size (q+ r), so we have to:

– eliminate of the first row- (q + r)2 subtractions

– eliminate of the second row- (q + r − 1)2 subtractions

– . . .

– eliminate of the last row- (r + 1)2 subtractions

By subtractions we mean the following three things. First, we divide the row by diagonal entry. Next,
we subtract the eliminated row from it multiplied by the value from the column below the diagonal of
the eliminated row. The exact number of floating-point operations in equation 2.1 involves 3(m + r)2

operations instead of (m+ r)2 operations since for each entry we perform a multiplication, a division, and
subtraction. Then the total number of operations required for partial elimination S(q, r) is:

S(q, r) =
q∑

m=1
3(m+ r)2 = 3((r + 1)2 + (r + q)2)q

2 = O(q3 + q2r + qr2) (2.1)

Since we focus on parallel distributed memory machine we assume, that we can use one core per
processor. With this assumption in our estimate we can use term “cores” instead of “processors”. We also
assume that we have as many processors as row subtractions, thus we can perform all subtractions in
parallel and reduce the sequential cost S(q, r) to concurrent cost C(q, r) like

C(q, r) =
q∑

m=1
3(m+ r) = 3((r + 1) + (r + q))q

2 = O
(
q2 + qr

)
(2.2)

2.2. The multi-frontal solver

In order to estimate the computational cost of multi-frontal solver, let us notice that in isogeometric
finite element method, B-spline basis functions spread over multiple elements. Let us focus on quadratic
B-splines, in 2D, as presented in Figure 2.2.

 

 
 

 

 

 

  

 

 
 

 

 

 

  

Figure 2.2: Two-dimensional cubic B-Splines spead over (p+ 1)2 = 32 = 9 elements.
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2.2. The multi-frontal solver 18

Multi-frontal solver merges matrices related to patches of elements. Rows and columns in these matrices
are related to B-splines. A single row can be eliminated , if its B-spline is fully assembled. In other words,
a single B-spline can be eliminated, if all elements on which it has support, have been processed (merged),
and the corresponding matrices have been merged. Let decide that each computational domain contains
a cluster of Np elements. For IGA each patch is a set of p elements in each direction. To simplify let’s
assume, that the number of clusters in computational domain is (2s)d, where s ∈ Z and d is the spatial
dimension of the problem. Even without satisfying this assumption, the final limiting result that we derive
here is still true.

The idea of multifrontal solver is to eliminate unknowns related to interior nodes of each cluster, then
join each 2d clusters into one to produce (2s−1)d new clusters and continue with the elimination-join
procedure until the last 2d clusters are joint into one.

1 for i = 0, s− 1 :
2 Np = Np(i) = (2s−i)d

3 if i = 0, define Np(0) clusters.
4 else join old Np(i− 1) clusters to define Np(i) new clusters.
5 endif
6 Eliminate interior unknowns of each patch.
7 end for
8 Solve dense boundary problem.

In the parallel setup, the clusters are created on different sub-domains, and the merging process
mentioned in step 4 requires inter-processor communications.

An example of the algoritm is ilustrated in Figure 2.3 for the two-dimensional case with C1 quadratic
B-splines, (2s)d with s = 3 and d = 2, that is (23)2 = 64 clusters, each one with pd = 22 = 4 elements.

– In the first step depicted in Figure 2.3a, we define Np(0) = (23)2 = 64 clusters of elements. Nothing
is eliminated in this step.

– In the second step presented in Figure 2.3b we merge sets of four clusters from previous step to
create Np(1) = (22)2 = 16 clusters of 16 elements. We eliminate four basis functions from the interior
(noted with gray color).

– In the third step displayed in Figure 2.3c we join sets of four clusters from the previous step to
create Np(2) = (21)2 = 4 clusters. Next we eliminate 20 basis functions from the interior (noted in
Figure 2.3c by dark gray color), and we are left with an interface problem.

– We solve the dense interface problem.

Figure 2.4 ilustrates the algorithm for the three-dimensional case with quadratic B-Splines, (2s)d =
(22)3 = 64 clusters, each one with pd = 23 = 8 elements.

– In the first step depicted in Figure 2.4a we have Np(0) = 4× 4× 4 = 64 patches of 2× 2× 2 = 8
elements. We do not eliminate anything.

– In the second step presented in Figure 2.4b we have Np(1)− 2× 2× 2 = 8 patches of 4× 4× 4 = 64
elelemnts obtained from merging 8 patches. We can eliminate 2× 2× 2 = 8 basis functions from
interior

– Last step concerns one big patch and elimination of remaining 3D cross shape unknowns, plus the
boundary. See Figure 2.4c
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2.2. The multi-frontal solver 19

(a)
White and light gray colors denote different clusters of
four elements. We have defined here Np(0) = (23)2 = 64.
Nothing is eliminated in this step.

(b)
Merging of four clusters, two denoted by white and
two denoted by light gray color into new clusters of
16 elements. Dark gray colors denote elements whose
central B-splines are eliminated. We have created here
Np(1) = (22)2 = 16 clusters. We have eliminated 4 basis
functions from the interior (noted with grey color).

(c)
Merging of four clusters, into new clusters of 64 ele-
ments. We have created Np(2) = (21)2 = 4 clusters here.
Middle-gray color denotes elements whose B-splines
have been already eliminated. Dark gray color denotes
elements whose B-splines are eliminated at this step.

(d)
Merging of four clusters into new clusters of 256
elements. Central light gray color denotes elements
whose B-splines are eliminated at this step.

Figure 2.3: The scheme of the multi-frontal solver algorithm execution over a two-dimensional grid for
quadratic B-splines. Each element contains the entire support of one B-spline with its maximum value
attained at its center.
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2.2. The multi-frontal solver 20

(a)
White and light gray colors denote
different clusters of eight elements.

(b)
Merging of eight clusters, four de-
noted by white and four denoted
by light gray color into new clu-
sters of 64 elements. Dark gray co-
lors denote elements whose central
B-splines are eliminated.

(c)
Merging of eight clusters into new
clusters of 512 elements. Dark gray
color denotes elements whose B-
splines have been already elimi-
nated. Light gray color denotes a
3D cross with elements whose B-
splines are eliminated at this step.

Figure 2.4: The scheme of the multifrontal solver algorithm execution over a three-dimensional grid for
quadratic B-splines. Each element contains the entire support of one B-spline with its maximum value
attained at its center.

As shown in [28], the number of FLOPs required by sequential version of the shown algorithm can be
expressed as:

s−1∑
i=0

Np(i) · S(i) (2.3)

where S(i) is the cost of Shur compelement at i-th step, and s = log2(N1/d), and Np(i) is number of
patches in step i. Following notation of section 2.1 on the Shur complement, we define the number of
interior unknowns at the i-th step as q = q(i) and the number of interactiong unknowns at the i-th step
as r = r(i).

To estimate the computational and communication costs for the parallel distributed memory version
of the multifrontal solver, we assume that we have enough processors available on our Linux cluster and
that we have enough memory available on each node. For the estimation of the communication cost we
notice that the amount of data exchanged during the communication phase is dominated by the size of
the Schur complement matrices exchanged between processors.
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Under the given assumptions, the computational cost of parallel solver can be estimated as:

s−1∑
i=0

C(i)tcomp (2.4)

where tcomp denotes the time of performing a single FLOP operation, C(i) is the cost (in terms of FLOPs)
required to perform concurrent Schur complement computations at the i-th step, with concurrent row
subtractions executed simultaneously for all the matrices from the current i-th step. The number of
patches Np(i) is not present in 2.4 since we assume that all the patches can be processed in parallel (that
we have enough processors available).

The communication cost can be estimated as
s−1∑
i=0

(tinit + C(i)tcomm) (2.5)

where tinit denotes the initialization time of a single message, and tcomm denotes the time of communicating
single floating point data, and the amount of exchanged data is equal to the number of entries in the
matrix, which is equal to C(i). The number of patches Np(i) is not present in 2.5 since we assume that we
can perform all the communications over one level at the same time (that we have enough communication
channels).

Now we can estimate the computational and communication complexities for both sequential and
parallel version in the following way:

q(0) r(0) q(i) , i>0 r(i) , i>0 Np(i) Ssequential(i) Sparallel(i) C(i)

2D-IGA Cp−1 O(1) O(p2) O(2ip2) O(2ip2) O((2s−i)2) O(23ip6) O(22ip4) r(i)2

3D-IGA Cp−1 O(1) O(p3) O(22ip3) O(22ip3) O((2s−i)3) O(26ip9) O(24ip6) r(i)2

Table 2.1: Number of interior and interacting unknowns at each step of the multi-frontal solver.

– q(0) stands for number of interior unknowns in the first smallest patch of elements. In 2D these are
2× 2 patches, in 3D these are 2× 2× 2 patches.

– r(0) defines the number of interacting unknowns in the first smallest patch.

– q(i), i > 0 is the number of interior unknowns in the following steps, after merging 4 patches from
previous level.

– r(i), i > 0 is the number of interface unknowns (B-spline basis functions whose support is not
contained inside the patch).

– Np(i) stands for the number of patches at step i.

In general in 2D we have O(2ip2) unknowns on the interface and interior, and in 3D we have O(22ip3).
For the parallel version, we distribute at the i-th step all Np(i) patches over Nproc processors, and if
Nproc > Np(i), the cost S(i) over each patch will be further subdivided among the available processors
per patch. Now refering to table 2.1 and equation 2.1 we have q = q(i) and r = r(i) and the cost of
elimination of interior unknowns is:

S(i) = O( q(i)3

min{Nproc(i), q(i)}
+ q(i)r(i)2

min{Nproc(i), r(i)}
), where Nproc(i) = max{1, Nproc

Np(i)
} (2.6)
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2.3. Summary of the estimates 22

Notice, that for sufficiently large number of processors Nproc, the number of FLOPS reduces to:

S(i) = O(q(i)2 + q(i)r(i)) (2.7)

while for serial implementation the number of FLOPS remains:

S(i) = O(q(i)3 + q(i)r(i)2) (2.8)

2.3. Summary of the estimates

– 2D IGA:

FLOPs =
s−1∑
i=0

Np(i) · S(i) = Np(0) · S(0) +
s−1∑
i=1

Np(i) · S(i)

= 22sp4 +
s−1∑
i=1

22(s−i)23ip6 = O(22sp4 + 23sp6)

= O(N3
pp

6) = O(N1.5p3)

Parallel cost =
s−1∑
i=0

C(i)comp +
s−1∑
i=0

(tinit + C(i)tcomm)

= r(0)2tcomp +
s−1∑
i=1

C(i)comp + tinit + r(0)2tcomm +
s−1∑
i=1

(tinit + C(i)tcomm)

= tinit+p4tcomp +
s−1∑
i=1

22ip4tcomp + p4tcomm+
s−1∑
i=1

(
tinit + 22ip4tcomm

)
= O(p4tcomp + 22sp4tcomp + stinit + p4tcomm+22sp4tcomm)

= O(Np2tcomp + log(N0.5)tinit +Np2tcomm)
(2.9)

– 3D IGA:

FLOPs =
s−1∑
i=0

Np(i) · S(i) = Np(0) · S(0) +
s−1∑
i=1

Np(i) · S(i)

= 23sp6 +
s−1∑
i=1

23(s−i)26ip9 = O(23sp6 + 26sp9)

= O(N3
pp

6 +N6
pp

9) = O(N2p3)

Parallel cost =
s−1∑
i=0

C(i)comp +
s−1∑
i=0

(tinit + C(i)tcomm)

= r(0)2tcomp +
s−1∑
i=1

C(i)comp + tinit + r(0)2tcomm +
s−1∑
i=1

(tinit + C(i)tcomm)

= tinit+p6tcomp +
s−1∑
i=1

24ip6tcomp + p6tcomm+
s−1∑
i=1

(
tinit + 24ip6tcomm

)
= O(p6tcomp + 24sp6tcomp + stinit + 24sp6tcomm)

= O(N4/3p2tcomp + log(N1/3)tinit +N4/3p2tcomm)
(2.10)

From our estimates, it implies that both computation and communication complexities are of the order
of O(Np2) (2D IGA-FEM) and O(N4/3p2) (3D IGA-FEM). These are relatively high computation and
communication complexities, and thus there is a need to design and efficient parallel for isogeometric L2
projections, that can be used in parallel explicit dynamics simulations of nonlinear flow in heterogenous
media. One possibility is to develop a parallel version of L2 projections algorithm described in Appendix
A. This is a subject of next chapter.
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Chapter 3
Parallel alternating direction algorithm for
isogeometric L2 projections

In this section we perform a classical Partitioning, Communication, Agglomeration, and Mapping (PCAM)
[42] analysis of the computational and communication complexities of the parallel alternating direction
algorithm for isogeometric L2 projections.

3.1. Parallel Isogeometric L2 Projection Algorithm

The sequential version of ADS is described in Appendix A. We propose a parallel version of the
algorithm [80], targeting distributed memory Linux cluster parallel machines.

The parallel variant of the isogeometric L2 projection algorithm generates data distributed in a uniform
way over a three-dimensional cube of processors, as depicted in Figure 3.1. There are three steps of the
algorithm where the data are gathered into OYZ, OXZ and OXY faces, respectively. The local 1D banded
problems are solved there, using the LAPACK library. The data are scattered into a cube of processors,
to proceed with the next step. The algorithm can be summarized as shown in Figure 3.1. The algorithm
performs isogeometric L2 projection over a cube domain with tensor product of Nx×Ny×Nz 1D B-spline
basis functions along x, y and z directions.

0 Integration

1a Gather within every row of processors into OYZ face
1b Solve NyNz 1D problems with Nx right hand sides
1c Scatter results onto cube of processors
1d Reorder right hand sides

2a Gather within every row of processors into OXZ face
2b Solve NxNz 1D problem with Ny right hand sides
2c Scatter results onto cube of processors
2d Reorder right hand sides

3a Gather in every row of processors into OXY face
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3b Solve NxNy 1D problem with Nz right hand sides
3c Scatter results onto cube of processors
3d Reorder right hand sides

This algorithm is dedicated for distributed memory Linux cluster nodes. Later in Chapter 4, we will
show that by using the trace theory approach we can improve the scalability of the algorithm by one or
two orders of magnitude when switching to the hybrid memory parallel machines (namely the distributed
memory Linux cluster with all the nodes equipped with GPGPU).

Figure 3.1: Gathering and scattering data into three faces of the three-dimensional cube of processors

3.2. Complexity analysis

Complexity analysis is similar to the one presented in Appendix B.

3.2.1. Integration over one element

Every element is approximated by a set of polynomials in each direction where p is the order, and
there are p+ 1 B-splines over the element. We denote px as the degree in x direction and py and pz as
degrees in other directions.

The integration of the right hand side requires using Gaussian quadrature with (px + 1)(py + 1)(pz + 1)
points. The integral over each element is:

(px+1)(py+1)(pz+1)∑
m=1

wmB
i
x(xm)Bjy(ym)Bkz (zm)f(xm, ym, zm)dxdydz (3.1)

where wm denotes the Gaussian quadrature weights, Bix, Bjy, Bkz denote the B-spline basis functions
in x, y, and z directions respectively, computed at xm, ym, zm Gaussian quadrature points, and we
have i = 1, . . . , px + 1, j = 1, . . . , py + 1 and k = 1, . . . , pz + 1 entries to compute. Assume that for
d = 1, . . . , (px + 1)(py + 1)(pz + 1) counting value at given point for given element and function f costs
Φf ((px + 1)2(py + 1)2(pz + 1)2) arithmetic operations where Φf is the function depending on f .
The formula for Φf depends on the form of f . If f is given by a prescribed formula, then cost of computing
a value of f is constant and Φf is constant. Otherwise when f is given by a combination of B-splines

f =
px+1∑
o=1

py+1∑
q=1

pz+1∑
r=1

BoxB
q
yB

r
zfoqr (3.2)
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then

Φf (xm) = (px + 1)(py + 1)(pz + 1) (3.3)

and total cost will be

(px + 1)3(py + 1)3(pz + 1)3 (3.4)

In the following part of the paper we assume that f is described by a given formula, and so the cost of
computation a value of f at given point is constant.

3.2.2. Integration over all elements

Since we have a mesh of Nx ×Ny ×Nz elements (where Nx, Ny, Nz denotes the number of elements
in the x, y and z direction, respectively) the total cost of integration will be

(px + 1)2(py + 1)2(pz + 1)2NxNyNzΦf (3.5)

We can do every integration with zero communication cost. When we have cuboid of cxcycz cores it can
be done in:

(px + 1)2(py + 1)2(pz + 1)2NxNyNzΦf

cxcycz
(3.6)

with computational complexity of

O(
p2
xp

2
yp

2
zNxNyNz

cxcycz
) (3.7)

3.2.3. Solve

In each step of the algorithm we LU factorize a banded matrix resulting from one dimensional B-spline
basis function of order p. We do it on a face of the three-dimensional cuboid of processors. Let N be the
number of elements in one direction. Then, the banded matrix MN of size N with 2p+ 1 diagonal blocks
can be LU factorized in O(p2N) steps.
When solving problem in the x direction we have to LU factorize matrix MNx of size Nx with 2px + 1
diagonal blocks and we have Ny

cy
× Nz

cz
right hand sides, each one of size Nx. The communication cost

is zero since we have cy × cz CPUs solving sequentially at the same time. Solving in x direction using
Thomas algorithm over each of these processors results in a computational complexity

O
(
Nxp

2
x

Ny
cy

Nz
cz

)
(3.8)

The solution complexity over y and z directions can be estimated in analogous way as

O
(
Nyp

2
y

Nx
cx

Nz
cz

)
(3.9)

and

O
(
Nzp

2
z

Nx
cx

Ny
cy

)
(3.10)

this results in computational complexity

O

(
(p2
xcx + p2

ycy + p2
zcz)(NxNyNz)

cxcycz

)
(3.11)
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3.2.4. Gathering data

While collecting data in x direction we need to collect information from cxcycz − cycz CPUs into cycz
CPUs. Each processor has Nx

cx

Ny

cy

Nz

cz
data. We apply a torus communication structure available on a linux

cluster. This implies linear communication complexity in each row of processors in each direction and
gives us communication complexity of:

O
(
Nx

Ny
cy

Nz
cz

)
(3.12)

Additionally, the gathering data along y and z directions results in the communication complexity of:

O
(
Ny

Nx
cx

Nz
cz

)
(3.13)

and
O
(
Nz

Nx
cx

Ny
cy

)
(3.14)

Summing, the total communication complexity of gathering data is equal to

O
(

(cx + cy + cz)NxNyNz
cxcycz

)
(3.15)

3.2.5. Reorder data

After processing data in the x-direction we need to perform the reorder of data over each CPU before
processing data along the y direction. Similar reordering applies after processing data in the y-direction
and before processing data in the z-direction. The computational complexity of each of the two reorders,
executed over each processor is equal to

O
(
NxNyNz
cxcycz

)
(3.16)

3.2.6. Scattering data

Scatter is just an inverse of the gather, and its communication complexity is the same as the cost of
the gather operation

O
(

(cx + cy + cz)(NxNyNz)
cxcycz

)
(3.17)

3.2.7. Total complexity

From the discussion above, we conclude that we can construct isogeometric projection solver with the
total cost (

p2
xp

2
yp

2
zNxNyNz

cxcycz

)
tcomp +

(
(p2
xcx + p2

ycy + p2
zcz)(NxNyNz)

cxcycz

)
tcomp+

+
(
NxNyNz
cxcycz

)
tcomp +

(
(cx + cy + cz)NxNyNz

cxcycz

)
tcomm

(3.18)

for arbitrary polynomial orders px, py, pz, dimension sizes Nx, Ny, Nz and processors numbers cx, cy,
cz, where tcomp is the cost of processing a single floating point operation, and tcomm is the cost of
communicating a single byte.

Assuming
Nx = Ny = Nz = N1/3, px = py = pz = p, cx = cy = cz = c1/3 (3.19)
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we have the following cost (
p6N

c
+ p2N

c2/3
+ p3N

c

)
tcomp +

(
N

c2/3

)
tcomm (3.20)

which implies the computational complexity

O
(
p6N

c

)
(3.21)

and communication complexity

O
(
N

c2/3

)
(3.22)

The most expensive part of the algorithm is the integration, but the good news is that it is almost
perfectly parallelizable on distributed, shared and hybrid memory architectures, as we will show in the
next chapters.
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Chapter 4
Trace theory based analysis of concurrency of
the integration for IGA-FEM

The purpose of this chapter is to present trace theory based analysis of concurrency of the integration,
which is the most expensive part of the alternating direction solver for isogeometric L2 projections. We
refer to Appendix C for the derivation of the element matrices and right-hand-sides for the isogeometric
projection problem. We focus on 2D problem for simplicity, but this result is extendedible to 3D case as
well.

4.1. The integration algorithm

We start from the element matrices and right hand sides for the isogeometric L2 projection problem
as defined in Appendix C.∑

i=1,...,Nx,j=1,...,Ny

ai,j(Bi,j;p, Bk,l;p) = (F,Bk,l;p) k = 1, . . . , Nx, l = 1, . . . , Ny (4.1)

Using Gaussian quadrature, the definition of Bk,l;p(x1, x2) = Nk;p(x1)Nl;p(x2), and the definition
of the scalar product we can see that the integration over the domain can be presented by a weighted
summation over Gaussian points.

∫
Ω
Ni;p(x1)Nj;p(x2)Nk;p(x1)Nl;p(x2)dx1dx2 =

∑
n
wnNi;p(xn1 )Nj;p(xn2 )Nk;p(xn1 )Nl;p(xn2 )

∀i, k = 1, . . . , Nx, j, l = 1, . . . , Ny
(4.2)

and

∫
Ω
Nk;p(x1)Nl;p(x2)dx1dx2 =

∑
n
wnNk;p(xn1 )Nl;p(xn2 )

∀k = 1, . . . , Nx, l = 1, . . . , Ny
(4.3)

for a given p, where (x1
n, x

2
n) and wn denotes the Gaussian quadrature integration points and weights.

For interfacing with either a direct or an iterative solver, an alternating directions solver, the mesh is
partitioned into “elements”, as illustrated in Figure 4.1. Next, element frontal matrices are generated by
performing the integration over particular elements.
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Figure 4.1: Partition of the computational mesh into elements

4.1.1. Linear basis functions

For linear basis functions, we take 2 ∗ 2 = 4 two-dimensional B-splines, each of which is the tensor
product of two one-dimensional B-splines. This is illustrated in Figure 4.2.

Figure 4.2: Supports of linear B-spline basis functions over a single element

(Bk−1,l−1;1, Bk−1,l−1;1) (Bk,l−1;1, Bk−1,l−1;1) (Bk−1,l;1, Bk−1,l−1;1) (Bk,l;1, Bk−1,l−1;1)

(Bk−1,l−1;1, Bk,l−1;1) (Bk,l−1;1, Bk,l−1;1) (Bk−1,l;1, Bk,l−1;1) (Bk,l;1, Bk,l−1;1)

(Bk−1,l−1;1, Bk−1,l;1) (Bk,l−1;1, Bk−1,l;1) (Bk−1,l;1, Bk−1,l;1) (Bk,l;1, Bk−1,l;1)

(Bk−1,l−1;1, Bk,l;1) (Bk,l−1;1, Bk,l;1) (Bk−1,l;1, Bk,l;1) (Bk,l;1, Bk,l;1)

Table 4.1: Frontal matrix with linear basis functions and the corresponding tasks names

A frontal matrix for the case of linear basis functions is illustrated in Table 4.1. The frontal matrix
is obtained from integration over a single finite element Ek,l, where four basis functions have non-zero
support, namely Bk−1,l−1;1, Bk,l−1;1, , Bk−1,l;1, Bk,l;1. Thus, the rows and columns of the frontal matrix
correspond to the four basis functions, moreover, its entries contain scalar products of all the combinations
of the basis functions. In other words, indices k, k− 1, l, l− 1 are used for element Ek,l relative numbering
of basis functions. The considerations presented here are identical for all elements Ek,l. Each entry of the
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frontal matrix is obtained by summing up the values of the scalar products at Gaussian integration points.
The computational tasks of evaluating the value of the scalar product at Gaussian integration point is
presented in Table 4.2 and denoted by t1i,j;k,l.

t1k−1,l−1;k−1,l−1 = t1k,l−1;k−1,l−1 =

(Bk−1,l−1;1(x1, x2), Bk−1,l−1;1(x1, x2)) (Bk,l−1;1(x1, x2), Bk−1,l−1;1(x1, x2))

t1k−1,l;k−1,l−1 = t1k,l;k−1,l−1 =

(Bk−1,l;1(x1, x2), Bk−1,l−1;1(x1, x2)) (Bk,l;1(x1, x2), Bk−1,l−1;1(x1, x2))

t1k−1,l−1;k,l−1 = t1k,l−1;k,l−1 =

(Bk−1,l−1;1(x1, x2), Bk,l−1;1(x1, x2)) (Bk,l−1;1(x1, x2), Bk,l−1;1(x1, x2))

t1k−1,l;k,l−1 = t1k,l;k,l−1 =

(Bk−1,l;1(x1, x2), Bk,l−1;1(x1, x2)) (Bk,l;1(x1, x2), Bk,l−1;1(x1, x2))

t1k−1,l−1;k−1,l = t1k,l−1;k−1,l =

(Bk−1,l−1;1(x1, x2), Bk−1,l;1(x1, x2)) (Bk,l−1;1(x1, x2), Bk−1,l;1(x1, x2))

t1k−1,l;k−1,l = t1k,l;k−1,l =

(Bk−1,l;1, Bk−1,l;1(x1, x2)) (Bk,l;1, Bk−1,l;1(x1, x2))

t1k−1,l−1;k,l = t1k,l−1;k,l =

(Bk−1,l−1;1(x1, x2), Bk,l;1(x1, x2)) (Bk,l−1;1(x1, x2), Bk,l;1(x1, x2))

t1k−1,l;k,l = t1k,l;k,l =

(Bk−1,l;1(x1, x2), Bk,l;1(x1, x2)) (Bk,l;1(x1, x2), Bk,l;1(x1, x2))

Table 4.2: Computational tasks responsible for evaluation of the values of scalar products of two-dimensional

linear basis functions over element Ek,l at Gaussian quadrature points.

In such case, it is necessary to compute 2 ∗ 2 = 4 linear basis functions at Gaussian integration points,
as presented in Table 4.3. Again, in this table, we have named particular tasks by t1i,j .

t1k,l = Bk,l;1(x1, x2) = Nk;1(x1)Nl;1(x2)

t1k,l−1 = Bk,l−1;1(x1, x2) = Nk;1(x1)Nl;1(x2)

t1k−1,l = Bk−1,l;1(x1, x2) = Nk−1;1(x1)Nl;1(x2)

t1k−1,l−1 = Bk−1,l−1;1(x1, x2) = Nk−1;1(x1)Nl;1(x2)

Table 4.3: Computational tasks responsible for evaluation of the values of two-dimensional linear basis
functions over element Ek,l at Gaussian quadrature points.

The computational tasks of evaluating the linear basis functions involve tensor products of 2 + 2 = 4
one-dimensional linear B-splines. This is represented in Table 4.4, where we have named particular tasks
by t1i .
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t1k = t1k−1 =

Nk;1(x1) Nk−1;1(x1)

t1l = t1l−1 =

Nl;1(x2) Nl−1;1(x2)

Table 4.4: Computational tasks responsible for evaluation of the values of one dimensional linear basis
functions over element Ek,l at Gaussian quadrature points.

4.1.2. Quadratic basis functions

For quadratic basis functions, we have 3 ∗ 3 = 9 tensor products of two one-dimensional B-splines. This
is illustrated in Figure 4.3.

Figure 4.3: Quadratic B-splines over a single element

A frontal matrix for the case of quadratic basis functions is illustrated in Table 4.5. The frontal matrix
is obtained from integration over a single finite element Ek,l, where nine basis functions have non-zero
support, namely Bk−2,l−2;2, . . . , Bk,l;1. Thus, the rows and columns of the frontal matrix correspond to the
nine basis functions, and its entries contain scalar products of all the combinations of the basis functions.
In other words, indices k, k − 1, k − 2 and l, l − 1, l − 2 are used for element Ek,l relative numbering
of basis functions. The considerations presented here are identical for all elements Ek,l. The polynomial
order of approximation p = 2 is fixed. Each entry of the frontal matrix is obtained by summing up the
values of the scalar products at Gaussian integration points. The computational tasks of computing the
value of the scalar product at Gaussian integration point is presented in Table 4.6 and denoted by t2i,j;k,l.

In such case, it is necessary to compute 3 ∗ 3 = 9 quadratic basis functions at Gaussian quadrature
points, presented in Table 4.7, with tasks t2i,j .

The computational tasks of computing the quadratic basis functions involve tensor products of 3+3 = 6
one-dimensional quadratic B-splines at the points, as presented in Table 4.8. The tasks are named as t2i .
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(Bk−2,l−2;2, Bk−2,l−2;2) . . . (Bk,l;2, Bk−2,l−2;2)

. . . . . . . . .

(Bk−2,l−2;2, Bk,l;2) . . . (Bk,l;2, Bk,l;2)

Table 4.5: Frontal matrix with quadratic basis functions

t2k−2,l−2;k−2,l−2 = . . . t2k,l;k−2,l−2 =

(Bk−2,l−2;2(x1, x2), Bk−2,l−2;2(x1, x2)) (Bk,l;2(x1, x2), Bk−2,l−2;2(x1, x2))

. . . . . . . . .

t2k−2,l−2;k,l = . . . t2k,l;k,l =

(Bk−2,l−2;2(x1, x2), Bk,l;2(x1, x2)) (Bk,l;2(x1, x2), Bk,l;2(x1, x2))

Table 4.6: Computational tasks responsible for evaluation of the values of scalar products of two-dimensional
quadratic basis functions over element Ek,l at Gaussian quadrature points.

t2k,l = Bk,l;2(x1, x2) t2k,l−1 = Bk,l−1;2(x1, x2) t2k,l−2 = Bk,l−2;2(x1, x2)

= Nk;2(x1)Nl;2(x2) = Nk;2(x1)Nl−1;2(x2) = Nk;2(x1)Nl−2;2(x2)

t2k−1,l = Bk−1,l;2(x1, x2) t2k−1,l−1 = Bk−1,l−1;2(x1, x2) t2k−2,l−1 = Bk−1,l−2;2(x1, x2)

= Nk−1;2(x1)Nl;2(x2) = Nk−1;2(x1)Nl−1;2(x2) = Nk−1;2(x1)Nl−2;2(x2)

t2k−2,l = Bk−2,l;2(x1, x2) t2k−2,l−1 = Bk−2,l−1;2(x1, x2) t2k−2,l−2 = Bk−2,l−2;2(x1, x2)

= Nk−2;2(x1)Nl;2(x2) = Nk−2;2(x1)Nl−1;2(x2) = Nk−2;2(x1)Nl−2;2(x2)

Table 4.7: Computational tasks responsible for evaluation of the values of two-dimensional quadratic basis
functions over element Ek,l at Gaussian quadrature points.

t2k = Nk;2(x1) t2k−1 = Nk−1;2(x1) t2k−2 = Nk−2;2(x1)

t2l = Nl;2(x2) t2l−1 = Nl−1;2(x2) t2l−2 = Nl−2;2(x2)

Table 4.8: Computational tasks responsible for evaluation of the values of one dimensional quadratic basis
functions over element Ek,l at Gaussian quadrature points.

4.1.3. Higher order basis functions

The scheme presented in subsection 4.1.1 and 4.1.2 for linear and quadratic basis functions, respectively,
can be generalized for arbitrary higher order basis functions.

In particular, over a single element Ek,l = [ξK , ξK+1]× [ηL, ηL+1] there are (p+1)(p+1) basis functions
defined as tensor products of one dimensional B-splines of order p

{Bm,n;p(x1, x2)}m=k−p,...,k;n=l−p,...,l = {Nm;p(x1)Nn;p(x2)}m=k−p,...,k;n=l−p,...,l (4.4)

so, it is necessary to compute their values at Gaussian quadrature integration points.
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4.2. Selection of tasks and construction of tasks graph for the
integration algorithm

4.2.1. Linear basis functions

Let us focus first on the linear basis functions case. We identify basic computational tasks for the
integration algorithm and construct the alphabet of defined tasks as the computations performed by these
tasks on actual data, in our case, on the integration points. The analysis presented in this section follows
the theoretical plot given by the trace theory [35].

Definition 1. The alphabet of tasks for linear B-spline based basis functions consists of the particular
computational tasks executed during the integration process for linear B-spline basis functions, for a given
data, namely for a given integration point:

– Computations of the entries of the frontal matrix, e.g. t1k,l;k,l = (Bk,l;1, Bk,l;1) as expressed in Table
4.2,

– Computations of the values of linear basis functions at Gaussian integration points, e.g. t1k,l =
Bk,l;1(x1, x2) as expressed in Table 4.3,

– Computations of the values of one dimensional B-spline basis functions values at Gaussian integration
points, e.g. t1k = Nk;1(x1) as expressed in Table 4.4.

The generation of the frontal matrix involves the computation of the values of scalar products
(Bk,l;1, Bm,n;1) for k,m = 1, . . . , Nx; l, n = 1, . . . , Ny. It involves evaluation of the values of the mul-
tiplication of the two basis functions at Gaussian integration points. This operation is denoted by
t1k,l;k,l = Bk,l;1(x1, x2)Bm,n;1(x1, x2). This operation, in turn, can be expressed as multiplication of two
operations, namely computing the value of Bk,l;1(x1, x2; 1) and Bm,n;1(x1, x2). We have denoted these
basic operations as t1k,l and t1m,n. Finally, evaluation of the value of two-dimensional B-spline at Gaussian
quadrature point can be expressed as multiplication of Nk;1(x1) and Nl;1(x2). We have denoted these tasks
by t1k, t1l . We can plot the graph presenting the dependency between these tasks. The graph presented
in Figure 4.4 can be understood as a Dickert graph in the sense of the trace theory (compare [35]).
The graph can be obtained by considering the representation of a trace, in the sense of the action of

Figure 4.4: Dickert graph between tasks expressing the integration with linear basis functions
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computation of the value at prescribed Gaussian quadrature point. By symbol “. . . ” we denote the fact
that we present only a small part of the graph. This is because the graph is huge since it involves all the
Gaussian quadrature points and all the basis functions.

Finally, by executing the coloring of the Dickert graph (compare [35]), we obtain the sets of tasks that
can be performed in parallel. In particular, all the 16 tasks can be executed concurrently.

4.2.2. Higher order basis functions

For higher order basis functions, the analysis is similar to the one performed for the linear case.
However, we now need the help of the recursive Cox-de-Boor formulae, presented in Figure 4.5, expressing
the higher order B-splines as a linear combination of lower order B-splines. By using this formulae, we can
express the higher order B-splines as multiplications and additions of lower order B-splines and extend
our analysis to higher order cases.

Figure 4.5: Cox-de-Boor formulae

Let us focus on the quadratic basis functions case and perform the task identification again, utilizing
the Cox-de-Boor formulae. In other words, we identify the alphabet of tasks, understood as computational
tasks performed at given integration points.

Definition 2. The alphabet of tasks for quadratic B-spline based basis functions consists of:

– Computations of the entries of the frontal matrix, e.g. t2k,l;k,l = (Bk,l;2, Bk,l;2) as expressed in Table
4.6,

– Computations of the values of quadratic basis functions at Gaussian integration points, e.g. t2k,l =
Bk,l;2(x1, x2) as expressed in Table 4.7,

– Computations of the values of one dimensional second order B-spline basis functions at Gaussian
integration points, e.g. t2k = Nk;2(x1) as expressed in Table 4.8.
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– Computations of the values of one dimensional first order B-spline basis functions at Gaussian
integration points, e.g. t1k = Nk;1(x1) as expressed in Table 4.4.

Again, we introduce the dependency relation between tasks and display a Dickert graph (compare
[35]), see Figure 4.6. At the last level, there are 9 ∗ 9 = 81 tasks, and we only show 9 of them for simplicity
of the presentation. The Dickert graph can be colored to obtain the sets of tasks that can be executed in
parallel, including all the 81 tasks from the last level in one final set. Now, the parallel integration can be
performed with the scheduling according to colors of the tasks.

Figure 4.6: Dickert graph between tasks expressing the integration with quadratic basis functions

4.3. Parallel OpenMP implementation

The standard algorithm for integration and aggregation in all the mentioned cases is identical. In
general, the generation of the matrices for finite element method computations involves nested loops,
starting from the elements, Gaussian integration points, through test basis functions, to trial basis functions.
Our parallelization of the integration process is based on the decomposition of loops concerning local
basis functions and Gaussian quadrature points. Below we present the OpenMP pseudo-code algorithm
responsible for the integration of the element matrices.

use omp_lib

!$OMP PARALLEL DO
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!$OMP& DEFAULT (SHARED)
!$OMP& FIRSTPRIVATE( ix , ex , ey , ez , tempA , nr_nonzeros , J , ax , ay , az ,
!$OMP& ax1 , ay1 , az1 , ind , ind1 ,W, value , kx , ky , kz , threadID )

do iy=1,miy
ez=modulo ( iy −1,nelemz )
ix=(iy−ez )/ nelemz+1
ey=modulo ( ix −1,nelemy )
ex=(ix−ey )/ nelemy+1
threadID=OMP_GET_THREAD_NUM()+1
i f ( a s s o c i a t ed (tempA) ) then ; e l s e
tempA=>AllArr ( threadID )
nr_nonzeros=0

end i f
J = Jx ( ex )∗ Jy ( ey )∗ Jz ( ez )
do ax = 0 ,px

do ay = 0 ,py
do az = 0 , pz

do ax1 = 0 ,px
do ay1 = 0 ,py

do az1 = 0 , pz
ind = (Ox( ex)+ax)+(Oy( ey)+ay )∗ ( nx+1)+

. (Oz( ez)+az )∗ ( ny+1)∗(nx+1)+1
ind1 =(Ox( ex)+ax1)+(Oy( ey)+ay1 )∗ ( nx+1)+

. (Oz( ez)+az1 )∗ ( ny+1)∗(nx+1)+1
i f ( ind . gt . ind1 ) cy c l e
nr_nonzeros=nr_nonzeros+1
tempA%IRN( nr_nonzeros)=ind
tempA%JCN( nr_nonzeros)=ind1
value = 0 . d0
do kx = 1 , ngx

do ky = 1 , ngy
do kz = 1 , ngz
W = Wx(kx )∗Wy(ky )∗Wz( kz )∗J
value = value +

. NNx(0 , ax , kx , ex )∗

. NNy(0 , ay , ky , ey )∗

. NNz(0 , az , kz , ez )∗W ∗

. NNx(0 , ax1 , kx , ex )∗

. NNy(0 , ay1 , ky , ey )∗

. NNz(0 , az1 , kz , ez )
end do

end do
end do
tempA%A( nr_nonzeros)=value
i f (tempA%a r r s i z e . eq . nr_nonzeros ) then
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tempA%i=nr_nonzeros
a l l o c a t e (tempA%next )
tempA=>tempA%next
a l l o c a t e (tempA%A( nr_nonzeros ) )
a l l o c a t e (tempA%IRN( nr_nonzeros ) )
a l l o c a t e (tempA%JCN( nr_nonzeros ) )
tempA%A = 0 . d0
tempA%a r r s i z e=nr_nonzeros
tempA%i = 0
nr_nonzeros=0

end i f
end do

end do
end do

end do
end do

end do
tempA%i=nr_nonzeros

end do
!$OMP END PARALLEL DO
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Chapter 5
Numerical results

The main goal of this chapter is to present numerical scalability of algorithms presented in this book. We
measure computational cost of algorithms presented in chapters: 2, 3 and 4. We refer to section 1.3.5 for
results of simulation from section 5.6.

5.1. Classical parallel multi-frontal solver for distributed me-
mory cluster

The goal of this section is to verify the computational complexities for parallel version of multi-frontal
solver derived in chapter 2 in equation 2.10. The numerical experiments were performed on STAMPEDE
[76], a Linux cluster hosted by the Texas Advanced Computing Center. The simulations were performed
with PETIGA [18], and utilized parallel MUMPS solver [5, 6, 7] with parallel Scalapack [21] dense solver,
parallel SuperLU solver [58, 59], and parallel PaStiX solver [51] available from PETSc library [9, 10, 11].
In the experiments, we utilized one core per Linux cluster node to maximize the amount of available
memory per node. The only exception are the two experiments with 512 cores for linear B-splines in
three-dimensional case, where we utilize two cores per node.

5.1.1. Two-dimensional case

The experiments have been performed, for mesh sizes with 1282, 2562, 5122, 10242 and 20482 elements,
for some numbers of processors from 1 to 256. It is not possible to solve any larger problem for two-
dimensional IGA on STAMPEDE with direct solvers since all the solvers run out of memory. Alternative
option would be to go for out-of-core, but this slows down the solution time by order of magnitude [66].

Weak scaling efficiency

We start illustrating the weak scaling efficiency for the three different direct solvers executed for
two-dimensional IGA problem. The weak efficiency is computed using the formula Eweak = Tweak

1
Tweak

c
∗ 100,

where Tweak1 denotes the execution time of a single core processing a single workload, and Tweakc is the
execution time of c cores processing c workloads, one workload per core. The weak scaling efficiency results
are presented in Figures 5.1-5.3, for MUMPS, PasTiX and SuperLU, for linear, quartic and octic B-splines,
with C0, C3 and C7 global continuity, respectively.
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Figure 5.1: Weak scaling efficiency of the direct solvers for two-dimensional IGA with linear B-splines, C0

global continuity.
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Figure 5.2: Weak scaling efficiency of the direct solvers for two-dimensional IGA with quartic B-splines,
C3 global continuity.
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Figure 5.3: Weak scaling efficiency of the direct solvers for two-dimensional IGA with octic B-splines, C7

global continuity.

5.1.2. Strong scaling efficiency

Let us focus now on strong scaling efficiency of the MUMPS solver executed for two-dimensional IGA
problem. The strong scaling efficiency is computed based on formula Estrong = T strong

1
c∗T strong

c
∗ 100 where

T strong1 denotes the execution time of a single core processing workload of size N , and T strongc is the
execution time of c cores still processing the workload of size N , now distributed into c processors.

The strong scaling efficiency results are presented in Figures 5.4, 5.5 and 5.6, for linear, quartic and
octic B-splines, with C0, C3 and C7 global continuity, respectively. The experiments have been performed
for different mesh sizes, namely 1282, 2562, 5122, 10242 and 20482 elements.
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Figure 5.4: Parallel efficiency of the MUMPS direct solver for two-dimensional IGA with linear B-splines,
with C0global continuity.
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Figure 5.5: Parallel efficiency of the MUMPS direct solver for two-dimensional IGA with quartic B-splines,
with C3 global continuity.
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Figure 5.6: Parallel efficiency of the MUMPS direct solver for two-dimensional IGA with octic B-splines,
with C7 global continuity.
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Figure 5.7: Parallel speedup of the MUMPS direct solver for two-dimensional IGA with linear B-splines,
with C0global continuity.
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Figure 5.8: Parallel speedup of the MUMPS direct solver for two-dimensional IGA with quartic B-splines,
with C3 global continuity.
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Figure 5.9: Parallel speedup of the MUMPS direct solver for two-dimensional IGA with octic B-splines,
with C7 global continuity.
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5.1.3. O (Np2) cost

Figures 5.10 and 5.11 illustrate the parallel scalability of MUMPS, PaStiX and SuperLU solvers
executed on 8 and 32 nodes, one core per node. They display the execution time divided by the p2 factor.
Thus, a horizontal line represents the ideal p2 growth of the solver; a descending line denotes a growth
better than p2, solvers an ascending line denotes a growth worse than p2. As predicted by our model, the
solver’s scale like p2, especially when we increase the number of processors to 32.

Finally, we display the execution times of the parallel MUMPS solver for the two-dimensional IGA
model problem, for increasing problem size N and fixed p, and execute the curve fitting algorithm to
estimate the exponent factor in formula const ∗Nα . The execution times as a function of N are presented
in Figure 5.12 for linear B-splines and C0 global continuity; in Figure 5.13 for quartic B-splines and C3

global continuity; in Figure 5.14 for octic B-splines and C7 global continuity.
The curve fitting algorithm estimated the α exponent factor as summarized in Table 5.1 for linear

B-splines, in Table 5.2 for quartic B-splines and in Table 5.3 for octic B-splines, all with Cp−1 global
continuity. In all cases, the exponent factor converges to 1, which results in linear O(N) computational
cost for fixed p, as predicted by the theory.
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Figure 5.10: Execution time divided by p2 measured for parallel MUMPS, SuperLU and PaStiX solvers
executed over distributed memory machine, for two-dimensional problem with 256× 256 elements, for
continuity Cp−1 for different p, one core per node, with eight nodes.

Nrcores 1 2 4 8 16 32 64 128 256

α 1,2847 1,3057 1,3066 1,266 1,3071 1,1922 1,1712 0,9771 0,9562

Table 5.1: Exponent factors α from fitting the curve const ∗Nα based on execution times of MUMPS
solver for two-dimensional IGA with linear B-splines, C0 continuity.
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Figure 5.11: Execution time divided by p2 measured for parallel MUMPS, SuperLU and PaStiX solvers
executed over distributed memory machine, for two-dimensional problem with 256× 256 elements, for
continuity Cp−1 for different p, one core per node, with thirty two nodes.
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Figure 5.12: Execution times for the MUMPS direct solver for two-dimensional IGA with linear B-splines,
C0 global continuity.
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Figure 5.13: Execution times for the MUMPS direct solver for two-dimensional IGA with quartic B-splines,
C3 global continuity.
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Figure 5.14: Execution times for the MUMPS direct solver for two-dimensional IGA with octic B-splines,
C7 global continuity.

M. Woźniak Isogeometric solvers



5.1. Classical parallel multi-frontal solver for distributed memory cluster 47

Nrcores 1 2 4 8 16 32 64 128 256

α 1,4256 1,4373 1,4404 1,4361 1,4503 1,3574 1,323 1,2286 1,0049

Table 5.2: Exponent factors α from fitting the curve const ∗Nα based on execution times of MUMPS
solver for two-dimensional IGA with quartic B-splines, C3 continuity.

Nrcores 1 2 4 8 16 32 64 128 256

α 1,5232 1,4925 1,4692 1,4385 1,4477 1,3693 1,3519 1,3498 1,0937

Table 5.3: Exponent factors α from fitting the curve const ∗Nα based on execution times of MUMPS
solver for two-dimensional IGA with octic B-splines, C7 continuity.

5.1.4. Three-dimensional case

Weak scaling efficiency

We start illustrating the weak scaling efficiency of MUMPS solver executed for three-dimensional
IGA problem. The weak scaling efficiency results are presented in Figures 5.15 and 5.16 for linear and
quartic B-splines, with C0 and C3 global continuity, respectively. The experiments have been performed
for different mesh sizes, namely 163, 323, 643 and 1283 elements.

For octic B-splines with C7 continuity, we run out of memory.
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Figure 5.15: Weak scalability of the MUMPS direct solver for three-dimensional IGA with linear B-splines,
C0 global continuity. Different lines correspond to various problems sizes.
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Figure 5.16: Weak scalability of the MUMPS direct solver for three-dimensional IGA with quartic B-splines,
C3 global continuity. Different lines correspond to various problems sizes.

Strong scaling efficiency

Let us focus now on strong scaling efficiency of the MUMPS solver executed for three-dimensional IGA
problem. The efficiency results are presented in Figures 5.17 and 5.18, for linear and quartic B-splines,
with C0 and C3 global continuity, respectively. The speedup results are presented in Figures 5.19 and
5.20, for linear and quartic B-splines, with C0 and C3 global continuity, respectively. The experiments
have been performed for different mesh sizes, namely 163, 323, 643 and 1283 elements.
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Figure 5.17: Parallel efficiency of the MUMPS direct solver for three-dimensional IGA with linear B-splines,
C0 global continuity. Different lines represents different sizes of the mesh.
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Figure 5.18: Parallel efficiency of the MUMPS direct solver for three-dimensional IGA with quartic
B-splines, C3 global continuity. Different plots represents different sizes of the mesh.
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Figure 5.19: Parallel speedup of the MUMPS direct solver for three-dimensional IGA with linear B-splines,
C0 global continuity. Different lines represents different sizes of the mesh.
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Figure 5.20: Parallel speedup of the MUMPS direct solver for three-dimensional IGA with quartic B-splines,
C3 global continuity. Different plots represents different sizes of the mesh.

5.1.5. O
(
N4/3p2

)
cost

We display the execution times of the parallel MUMPS solver for the three-dimensional IGA model
problem, as we increase problem size N for fixed p, moreover, execute the curve fitting algorithm to
estimate the exponent factor in const ∗Nα . The execution times as a function of N1/3 are presented in
Figure 5.21 for linear B-splines with C0 global continuity; in Figure 5.22 for quartic B-splines with C3

global continuity.

The curve fitting algorithm estimated the α exponent factor as summarized in Table 5.4 for linear
B-splines, and in Table 5.5 for quartic B-splines, all with Cp−1 global continuity. We do not display the
curve fitting on the octic B-splines case because we do not have enough data. In these two cases, the
exponent factor converges to 4/3, which results in O(N4/3) computational cost for fixed p, as predicted
by theory.

Nrcores 1 2 4 8 16 32 64 128 256

α 1,8596 1,7234 1,6501 1,8237 1,7273 1,7573 1,6738

Table 5.4: Exponent factors α from fitting the curve const ∗Nα based on execution times of MUMPS
solver for three-dimensional IGA with linear B-splines, C0 continuity.

Finally, we display the execution times of the parallel MUMPS solver for the three-dimensional IGA
model problem, for increasing continuity p and fixed N , divide the execution time by N4/3, moreover,
execute the curve fitting algorithm to estimate the exponent factor in formula O

(
const ∗ pβ

)
. The execution

times as a function of p are presented in Figure 5.23 for quartic B-splines, C3 global continuity.
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Figure 5.21: Execution times for the MUMPS direct solver for three-dimensional IGA with linear B-splines,
C0 global continuity.
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Figure 5.22: Execution times for the MUMPS direct solver for three-dimensional IGA with quartic
B-splines, C3 global continuity.
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Nrcores 1 2 4 8 16 32 64 128 256

α 2,1818 2,1309 2,0827 1,9195 1,7393 1,7002 1,5704 1,364

Table 5.5: Exponent factors α from fitting the curve const ∗Nα based on execution times of MUMPS
solver for three-dimensional IGA with quartic B-splines, C3 continuity.
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Figure 5.23: Execution times for the MUMPS direct solver for three-dimensional IGA, for fixed 323

elements, divided by N4/3.

Nrcores 1 2 4 8 16 32 64 128 256

β 2,905 2,849 2,8429 2,7434 2,7818 2,6344 2,3794 2,0905 1,8205

Table 5.6: Exponent factors β from const ∗ pβ curve fitting based on execution times of MUMPS solver
for three-dimensional IGA with quartic B-splines, C3 continuity, for fixed N , divided byN4/3.

The curve fitting algorithm estimated the β exponent factor as summarized in Table 5.6 for quartic
B-splines with C3 global continuity. The exponent factor converges to 2, which results in O(p2) growth
for fixed N , as predicted by the theory.
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5.2. Parallel isogeometric L2 projection for distributed memory
machines

The model has been verified by comparing with numerical experiments performed on the LONESTAR
Linux cluster, with N = 512 or N = 1024 degrees of freedom in each direction, with p = 3. The
comparison of the total execution time is given in Figures 5.24 and 5.25. We can draw the following
conclusions from these Figures. There is a quite good agreement between the theoretical estimates and
numerical experiments for both 5123 and 10243 cases with cubic polynomials. Good scalability of the
solver is maintained up to 1, 000 of processors. We can solve 134, 217, 728 unknowns resulting from the
three-dimensional cube of 5123 elements with cubic B-splines within 20 seconds using 1000 processors. We
can also solve 1, 073, 741, 824 unknowns resulting from the three-dimensional cube of 10243 elements with
cubic B-splines within 3 minutes by using 1000 processors.

Figures 5.26 and 5.27 present the comparison of the experimental and theoretical integration times.
We can draw the following conclusions from these Figures. Again, there is a quite good agreement between
the theoretical estimates and experimental results for the integration execution time. The integration
time is dominating the solution time significantly. In other words, the generation of the projection data
takes much more time than the isogeometric L2 projections using alternating direction solver itself, and
it means that our solver algorithm performs very well (usually the solution takes much more time than
integration). There is a need for our fast parallel trace theory based integration algorithm.

Figures 5.28 and 5.29 present the comparison of the experimental and theoretical solution times. We
measure three solution phases, corresponding to steps 1b, 2b, and 3b of the general algorithm. We can
draw the following conclusions from these Figures. There is still the quite good agreement between the
theoretical estimates and experimental results for the solution times. The solution time takes around 1
percent of the total solver time. In our solver, we utilize multiple 1D sequential block diagonal multifrontal
solvers with many right-hand sides working on the faces of the cube of three-dimensional processors.
Possible improvement of the algorithm is to utilize parallel block-diagonal solvers (e.g. designed using
the trace-theory based approach, working within rows of processors (10 processors per solver in 1000
processors case). However, the solution time contributes only 1% to overall computation time, and further
improvement would not be beneficial.

Figures 5.30 and 5.31 present the comparison of the experimental and theoretical gather times. We
measure three gathering phases, corresponding to steps 1a, 2a, and 3a of the general algorithm. We can
draw the following conclusions from these Figures. There is a good agreement between the theoretical
and experimental gather times for second and third gather. However, the first gather takes less time than
predicted by the model. Our second and third gather times include the data reorder phase, while the first
gather is just the communication itself.

Figures 5.32 and 5.33 present the comparison of the experimental and theoretical scatter times. We
measure three scattering phases, corresponding to steps 1c, 2c, and 3c of the general algorithm. We can
draw the following conclusions from these Figures. There is a quite good agreement between the theoretical
and experimental scatter times for all the phases. The experimental scatters becoming little slower when
we increase the number of processors. However, the difference is very small, less than 0.1 second.
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Figure 5.24: Comparison of total experimental and theoretical execution time for N = 512 for p = 3 for
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Figure 5.25: Comparison of total experimental and theoretical execution time for N = 1024 for p = 3 for
different number of processors 33, . . . , 123 = 27, . . . , 1728.
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Figure 5.26: Comparison of experimental and theoretical integration time for N = 512 for p = 3 for
different number of processors 23, . . . , 103 = 8, . . . , 1000.
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Figure 5.27: Comparison of total experimental and estimated integration time for N = 1024 for p = 3 for
different number of processors 33, . . . , 123 = 27, . . . , 1728.
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Figure 5.28: Comparison of experimental and theoretical solution times for N = 512 for p = 3 for different
number of processors 23, . . . , 103 = 8, . . . , 1000
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Figure 5.30: Comparison of experimental and theoretical gather times for N = 512 for p = 3 for different
number of processors 23, . . . , 103 = 8, . . . , 1000.
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Figure 5.31: Comparison of total experimental and estimated gather times for N = 1024 for p = 3 for
different number of processors 33, . . . , 123 = 27, . . . , 1728.
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Figure 5.32: Comparison of experimental and theoretical scatter times for N = 512 for p = 3 for different
number of processors 23, . . . , 103 = 8, . . . , 1000.
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Figure 5.33: Comparison of total experimental and estimated scatter times for N = 1024 for p = 3 for
different number of processors 33, . . . , 123 = 8, . . . , 1728.
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5.3. Integration and solve proportions

This section presents experimental results comparing proportions of integration and solve cost with
different solvers for three-dimensional L2 projection problem. The measurements concern the execution
time and FLOPS for sequential integration algorithm and sequential MUPS solver as well as sequential
isogeometric L2 projections. Linear, quadratic, cubic and quartic B-splines were used for comparison.

The numerical results were obtained on SkyFall Linux workstation equpied with Intel Core i7-4820K
processor and 64 GB of RAM memory. Both applications were compiled with Intel compiler with highest
level of optimization and MKL library. Latest version of MUMPS was used.

The comparison of results for classical approach is presented in Figures 5.34 and 5.35, respectively.
Solution part quickly becomes dominant part of total time, while integration is negligible for larger
problems. Relatively small problems can be solved in 3D due to memory consuming MUMPS solver.
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Figure 5.34: Proportion of integration FLOPS to total computation cost with MUMPS solver.

The comparison of results for Alternating Directions Solver is presented in Figures 5.36 and 5.37,
respectively. Integration part is dominant part of total time, while solution is negligible cost. Large
problems compared to MUMPS can be solved.

As we can easily notice- with Alternating Directions Solver- integration step becomes a bottleneck and
should be further accelerated.
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Figure 5.35: Proportion of integration time to total computation cost with MUMPS solver.
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Figure 5.36: Proportion of integration FLOPS to total computation cost with ADS solver.
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Figure 5.37: Proportion of integration time to total computation cost with ADS solver.

5.4. Comparison of GPU and CPU integration time

This section presents experimental results for linear, quadratic and cubic B-splines, for two-dimensional
isogeometric L2-projection problem. The measurements concern the execution time for sequential integra-
tion algorithm executed by CPU and concurrent trace theory based integration algorithm executed over a
shared memory GPU.

The numerical results have been obtained on GeForce GTX 780 graphic card equipped with 3 gigabytes
of memory and 2304 cores, as well as on NVIDIA Tesla K20c device, which has 5 gigabytes of memory
and 2496 cores.

Computations for CPU integration were executed on a SkyFall Linux workstation with Intel Core
i7-4820K processor using the latest version of PETIGA compiled with Intel compiler with the highest
level of optimization. The CPU computations have been performed using state-of-the-art PETIGA toolkit
with efficient implementation of the integration algorithm. Computations for GTX GPU integration were
done on a SkyFall Linux workstation with ASUS GTX-780-DC2OC-3GD5 GeForce GTX 780 graphics
card compiled with standard nvcc with standard gcc beneath and the highest level of optimization.
Computations for Tesla GPU integration were performed on a Merlin Linux server with NVidia Tesla
K20c graphics card compiled with standard nvcc with standard gcc beneath and the highest level of
optimization.

The comparison of the results for linear, quadratic and cubic B-splines is presented in Figures 5.38,
5.39 and 5.40, respectively.

The concurrent trace theory based integration performed in a shared memory graphic card is between
one to two orders of magnitude faster than the integration over a single CPU. When we have more cores
available then the problem size, we obtain O(logN) integration time, compare “GPU integration” in
Figures 5.38, 5.39 and 5.40. However, when the problem size grows, we obtain the same linear O(N) trend
for the trace theory-based implementation as for the sequential integration. However we can efficiently
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Figure 5.38: Comparison of GPU and CPU integration time for linear B-splines
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Figure 5.39: Comparison of GPU and CPU integration time for quadratic B-splines
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Figure 5.40: Comparison of GPU and CPU integration time for cubic B-splines
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Figure 5.41: Comparison of GPU and CPU integration time for quartic B-splines
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utilize all the cores, the constant in front of the cost estimates for the trace theory based implementation
is one or two orders of magnitude smaller than in the sequential implementation, compare GTX and Tesla
plots in Figures 5.38, 5.39 and 5.40, for two different GPU’s, respectively.

5.5. OpenMP

In this section, we present the scalability of the parallel integration using a single Linux cluster node.
Namely, the numerical experiments have been performed on the shared-memory node with four Intel R
XeonR CPU E7-4860 processors, each possessing ten physical cores (for a total of 40 cores). We utilize
quadratic, cubic, and quartic B-splines over a patch of 40× 40× 40 finite elements. We report in Figures
5.42-5.44 the total execution time, parallel efficiency and speedup. From the presented experiments in
implies that our OpenMP integration scales well up to 15 cores, for quadratic B-splines, up to 20 cores for
cubics, for quartics up to 25 cores, and for quintic the efficiency grows up to 35 cores. Higher number of
cores results in efficiency below 60 percent.
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Figure 5.42: Execution time of the parallel integration algorithm in 3D, when increasing number of cores.
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Figure 5.43: Parallel efficiency of the parallel integration algorithm in 3D.
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Figure 5.44: Parallel speedup of the parallel integration algorithm in 3D.
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5.6. Non-linear flow in heterogenous media

Below we provide results performed with sequential isogeometric L2 projection algorithm executed over
a cube of n = 163 finite elements with quadratic B-spline basis functions, providing C1 global continuity
of the numerical solutions. We performed 1000 time steps. In Figures 5.45-5.51 we present snapshots
of the solution from time steps (size of domain is [0, 1]3 and 160 is the number of layers used by our
graphical tool). Additionally, to monitor the stability of the simulation, we present the relative error
estimations between simulations executed with two different time step ∆t = 10−5 and ∆t = 10−6. This is
dimensionless time step which corresponds to several seconds of real time. This is presented in Figures
5.52. For more details we refer to [75]. The plots present the pressure scalar field obtained from solution
of problem of nonlinear flow in heterogenous media (1.12). Namely, we assume that we have a formation
layers as presented in Figure 1.1 (oil formation mixed with sand, mud) we pump the fluid to the center of
the formation, and observe how the fluid propagates and push out the oil, which can be sucked out by
sinks.

We would like to emphasize that all the software and algorithm utilized to obtain this numerical
solution has been designed and implemented by us, without any usage of commercial software. The
sequential version of our solver needs days to generate such the numerical results (months including
debugging and restarting simulations). Our motivation for this work is to reduce the computational cost
down to minutes, by utilizing the parallel implementation of the parallel machine providing the best
compromise between the execution time and energy consumption.

Figure 5.45: Snapshots of the results of the simulations, initial state.
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Figure 5.46: Snapshots of the results of the simulations, time step 20.

Figure 5.47: Snapshots of the results of the simulations, time step 100.
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Figure 5.48: Snapshots of the results of the simulations, time step 200.

Figure 5.49: Snapshots of the results of the simulations, time step 300.
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Figure 5.50: Snapshots of the results of the simulations, time step 500.

Figure 5.51: Snapshots of the results of the simulations, time step 1000.
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Figure 5.52: Relative error estimation between solutions obtained by different time steps.
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Chapter 6
Conclusions and future work

In this dissertation we presented:

– theoretical and experimental analysis of the performance of parallel multi-frontal direct solvers on
distributed memory parallel machines

– a fast parallel the alternating directions isogeometric L2 projections solver

– theoretical and experimental analysis of performance of parallel isogeometric L2 projection using
alternating directions approach

– trace theory based analysis of the parallel integration algorithm with higher order B-spline basis
functions

The theoretical estimates assumed sufficiently large number of processors to perform concurrent row
subtractions during the local factorizations. We proved that the computational cost of the parallel direct
solvers grows as p2 when increasing the global continuity and N is fixed. Additionally, for fixed p, we
showed that the 2D parallel direct solver delivers linear computational and communication costs . In 3D,
the computational and communication costs of the parallel solvers grows in terms of the problem size
N as O(N4/3) when executed on distributed memory parallel machines. The obtained computational
costs estimated for the distributed memory parallel direct solver are similar to those obtained for shared
memory parallel machines [79]. The difference in the derivation is that here it appears an additional term
related to the communication cost. The theoretical estimates were verified with numerical experiments.

Our parallel alternating direction solver will be available through PETIGA library [18]. The computa-
tional complexity of the parallel algorithm is of the order O

(
p6N
c

)
and the communication complexity

is of the order O
(
N
c2/3

)
, where p denotes the order of the B-spline basis with Cp−1 global continuity, N

denotes the number of elements and c the number of processors over the 3D hypercube. The theoretical
estimates were verified by numerical experiments performed over the LONESTAR linux cluster from Texas
Advanced Computing Center. In particular we showed that we can solve the 3D isogeometric L2 projection
problem with 5123 = 134, 217, 728 unknowns within 20 seconds and 10243 = 1, 073, 741, 824 = O(109)
unknowns within 3 minutes by using 1000 processors from the LONESTAR Linux cluster. We are not
aware of any other solver delivering such fast solution for 100− 1000 millions of unknowns.

The sequential alternating direction isogeometric solver was applied for solution of non-stationary
problem of nonlinear flows in highly-heterogeneous porous media. The solver performed 1000 time steps
in order to simulate the flow through the entire domain. The correctness of the solution was verified by
checking the relative error for two simulations with different time steps as well as by controlling the energy
of the solution in particular time steps.
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We provided sets of tasks that can be automatically scheduled and executed concurrently, set by set, on
GPU. The concurrent integration algorithm executed on CPU was compared with the integration algorithm
execution on GPU. The algorithms were tested on the exemplary two-dimensional L2-projection problems,
however, the construction of the concurrent algorithm remains the same if we replace the L2-projection
problem with any other two-dimensional elliptic problem. The concurrent integration executed on GPU
is between one and two orders of magnitude faster than sequential integration performed on CPU, for
two-dimensional problems up to one million degrees of freedom.

The future work may involve replacement of c2 sequential solves over a face of the 3D cube by c2 parallel
solves executed within rows of a cube of processors, utilizing the parallel multi-frontal one dimensional
isogeometric solver [57]. This however will not affect the general scalability of the solver, since at this
point the integration time is dominating the entire solution. An alternative way of improvement of the
solver scalability would be to consider some fast integration schemes for B-spline basis functions. It may
also include generalization of the method to non-uniform adapted grids with T-splines technique [36]. We
also consider expression of the alternating direction algorithm by graph grammar productions and Petri
nets, as it has been done for two and three-dimensional finite element method [62, 63, 74, 75]. Concurrent
integration algorithm on GPU can be extended to 3D case.
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Appendix A
Alternating directions for isogeometric L2

projections

Following [45, 46] we describe the L2 alternating direction solver that reduces the two-dimensional or
three-dimensional L2 projection problem into 2 or 3 1D problems with multiple right-hand sides. The
projection problem can be summarized as min||

∑
i=1

biBi − f ||l2 which is equivalent to
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(A.1)

the two-dimensional B-spline bases are built from tensor products of two one dimensional bases Bx =
{Bx1 , . . . , BxNx

} and By = {By1 , . . . , B
y
Ny
}.

We notice that from the Fubini iterative integration method
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(A.3)

Notice that our matrix is a multiplication of two matrices, one of the block diagonal matrix:
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(A.4)

Also, please notice that the inverse of the block diagonal matrix is still a block diagonal matrix:


A

. . .

A



A−1

. . .

A−1

 =


I

. . .

I

 (A.5)

All sub-matrices are invertible, so we end up with several identical 1D problems with multiple right-hand
sides:
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Then, we complete the following re-ordering in the block system
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to get another block diagonal problem:
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which implies again several identical 1D problems with different right-hand-sides.
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To complete our algebra, we denote
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and reorder
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This algorithm for two-dimensional L2 projection with N unknowns involves solutions of two one-

dimensional systems with N 1
2 unknowns and N 1

2 right hand sides. This algorithm for three-dimensional
L2 projection with N unknowns involves solutions of two one-dimensional systems with N 1

3 unknowns
and N 1

3 right hand sides.
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Appendix B
Complexity analysis of the sequential
isogeometric L2 projection algorithm

B.0.1. Integration over one element

Every element is approximated by a set of polynomials in each direction where p is the order, and
there are p+ 1 B-splines over the element. We denote px as the degree in x direction and py and pz as
degrees in other directions. The integration of the right hand side requires using Gaussian quadrature
with (px + 1)(py + 1)(pz + 1) points. The integral over each element is:

(px+1)(py+1)(pz+1)∑
m=1

wmB
i
x(xm)Bjy(ym)Bkz (zm)f(xm, ym, zm)dxdydz (B.1)

where wm denotes the Gaussian quadrature weights, Bix, Bjy, Bkz denotes the B-spline basis functions
in x, y, and z directions, respectively, computed at xm, ym, zm Gaussian quadrature points, and we
have i = 1, . . . , px + 1, j = 1, . . . , py + 1 and k = 1, . . . , pz + 1 entries to compute. Assume that for
d = 1, . . . , (px + 1)(py + 1)(pz + 1) counting value at given point for given element and function f costs
Φf ((px + 1)2(py + 1)2(pz + 1)2) arithmetic operations where Φf is the function depending on f .
The formula for Φf depends on the form of f . If f is given by a prescribed formula, then cost of computing
a value of f is constant and Φf is constant. Otherwise when f is given by a combination of B − splines

f =
px+1∑
o=1

py+1∑
q=1

pz+1∑
r=1

BoxB
q
yB

r
zfoqr (B.2)

then

Φf (xm) = (px + 1)(py + 1)(pz + 1) (B.3)

and total cost will be

(px + 1)3(py + 1)3(pz + 1)3 (B.4)

In the following part of the paper we assume that f is prescribed by a given formula, and so the cost of
computation a value of f at given point is constant.
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B.0.2. Integration over all elements

Since we have a mesh of Nx ×Ny ×Nz elements (where Nx, Ny, Nz denotes the number of elements
in the x, y and z direction, respectively) the total cost of integration will be

(px + 1)2(py + 1)2(pz + 1)2NxNyNzΦf (B.5)

with computational complexity of
O(p2

xp
2
yp

2
zNxNyNz) (B.6)

B.0.3. Solution

In each step of the algorithm we LU factorize a banded matrix resulting from one dimensional B-spline
basis function of order p. Let N be the number of elements in one direction. Then, the banded matrix
MN of size N with 2p+ 1 diagonal blocks can be LU factorized in O(p2N) steps.
When solving problem in the x direction we have to LU factorize matrix MNx of size Nx with 2px + 1
diagonal blocks and we have Ny ×Nz right hand sides, each one of size Nx.

O
(
Nxp

2
xNyNz

)
(B.7)

The solution complexity over y and z directions can be estimated in analogous way as

O
(
Nyp

2
yNxNz

)
(B.8)

and
O
(
Nzp

2
zNxNy

)
(B.9)

this results in computational complexity

O
(
(p2
x + p2

y + p2
z)(NxNyNz)

)
(B.10)

B.0.4. Reorder data

After processing data in the x-direction we need to perform the reorder of data processing along the y
direction. Similar reordering applies after processing data in the y-direction and before processing data in
the z-direction. The computational complexity of each of the two reorders is equal to

O (NxNyNzpxpypz) (B.11)

B.0.5. Total complexity

From the discussion above, we conclude that we can construct isogeometric projection solver with the
total cost(

p2
xp

2
yp

2
zNxNyNz

)
tcomp +

(
p2
x + p2

y + p2
z

)
(NxNyNz) tcomp + + (pxpypzNxNyNz) tcomp (B.12)

for arbitrary polynomial orders px, py, pz, dimension sizes Nx, Ny, Nz where tcomp is the cost of processing
a single FLOAT.

Assuming
Nx = Ny = Nz = N1/3, px = py = pz = p (B.13)
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we have the following cost (
p6N + p2N + p3N

)
tcomp (B.14)

which implies the computational complexity

O
(
p6N

)
(B.15)
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Appendix C
Derivation of element matrices and
right-hand-side vector for the isogeometric L2

projection problem

This section presents a weak form of the classical L2 projection problem, used as a model problem to test
the efficiency of our parallel integration algorithm. The L2-projection problem in the weak form is the
following: We are looking for the u ∈ V ⊂ L2, being the orthogonal L2 projection of picewise constant
function F from L2(Ω) on the space of B-splines V , which results in the condition (F − u, v) = 0,∀v ∈ V ,
where (L2(Ω))2 3 (u, v)→

∫
Ω u vdx ∈ R stands for the scalar product in L2(Ω). Observing that V −u = V

we can obtain the L2-projection problem in the more convenient form:

(u, v) = (F, v) ∀v ∈ V, V = span{Bi,j;p}i=1,...,Nx,j=1,...,Ny
(C.1)

where Bi,j;p are B-spline basis functions of a given order p [29]. The B-spline order p is uniform, and
constant for all basis functions.

If we select a basis {Bi,j;p}i=1,...,Nx,j=1,...,Ny in V , then an arbitrary v ∈ V can be represented by
v =

∑
k=1,...,Nx,l=1,...,Ny

Bk,l;pbk,l and the L2-projection problem can be rewritten in the form

∑
k=1,...,Nx,l=1,...,Ny

bk,l(u− F,Bk,l;p) = 0 ∀{bk,l} (C.2)

Because {bk,l} is arbitrary, then (C.2) is satisfied if and only if RNxNy 3 (u − F,Bk,l;p) = 0 as the
unique vector in RNxNy orthogonal to all others. Then, we obtain a system of equations

(u,Bk,l;p) = (F,Bk,l;p) k = 1, . . . , Nx, l = 1, . . . , Ny (C.3)

moreover, finally using the representation of

u =
∑
i,j

Bi,j;pai,j (C.4)

we obtain

∑
i=1,...,Nx,j=1,...,Ny

ai,j(Bi,j;p, Bk,l;p) = (F,Bk,l;p) k = 1, . . . , Nx, l = 1, . . . , Ny (C.5)
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