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Dependability of the NFV Orchestrator:
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Abstract—The introduction of Network Function Virtuali-
sation (NFV) represents a significant change in networking
technology, which may create new opportunities in terms of
cost efficiency, operations, and service provisioning. Although
not explicitly stated as an objective, the dependability of the
services provided using this technology should be at least as good
as conventional solutions. Logical centralisation, off-the-shelf
computing platforms, and increased system complexity represent
new dependability challenges relative to the state of the art. The
core function of the network, with respect to failure and service
management, is orchestration. The failure and misoperation of
the NFV Orchestrator (NFVO) will have huge network-wide
consequences. At the same time, NFVO is vulnerable to overload
and design faults.

Thus, the objective of this paper is to give a tutorial on
the dependability challenges of the NFVO, and to give insight
into the required future research. This paper provides necessary
background information, reviews the available literature, outlines
the proposed solutions, and identifies some design and research
problems that must be addressed.

Index Terms—NFV, NFV Orchestrator, NFV MANO, Fault
Tolerance, MANO Resilience, NFV Reliability, NFV Dependabil-
ity, Cloud Computing.

I. INTRODUCTION

Network Functions Virtualisation (NFV) represents a
change of generation in networking and in the provisioning of
network-based services. NFV is part of the “softwarisation”
trend that includes Software-Defined Networking (SDN). It is
a networking paradigm based on the idea of programmable
network devices where the forwarding plane is decoupled
from a logically-centralised control plane. NFV is expected
to yield significant benefits, such as increased flexibility,
faster introduction of new and revised functionalities, better
utilisation of network resources, the ability to tailor network
functionality and QoS to specific application requirements
more effectively, as well as reduced capital expenses (CAPEX)
and operational expenses (OPEX) [1]–[3]. However, there are
significant challenges associated with this change. One of the
most significant challenges is the dependability level of NFV
in comparison to current networking technology [4]–[7].
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A core component in this context is the NFV Orchestrator
(NFVO), as defined in the general architecture specification
proposed by ETSI [1]. The NFVO maintains a global view of
the state of the network and provided services, and it manages
the available resources to provide optimal service. Hence,
it may be used to deal with failures of network elements
efficiently, and thereby improve service dependability. On the
other hand, since the NFVO maintains a global view of the
NFV system, i.e., it is a logically-centralised entity, it may
affect the entire network as a result of a misoperation, while
errors due to physical and logical faults may have severe
impact on the provisioning of network services. Similarly, the
VIM is a locally-centralised entity and its failures may have
an extensive impact on the NFV system.

Dependability is fundamental for making NFV a reality;
however, the NFVO is a potential dependability bottleneck
if it is not well planned and designed. The objective of this
paper is to provide a tutorial on the dependability challenges
of the NFVO, and to give a clear insight into further research
concerning the key related issues that must be addressed.
To achieve this goal, we survey the relevant papers and
standards specifically related to this area. To provide the
necessary context for the reader, we also include the selected
additional references and we discuss the issues related to
the dependability of the entire NFV system, but we do not
cover them in the same detail. The steps toward the objective
are as follows: (i) identify in detail the key dependability
challenges, (ii) present the state of the art of the NFVO
from the dependability point of view, and (iii) highlight the
issues that need to be addressed to make NFV sufficiently
dependable.

The next section gives an introduction to the necessary
background concepts and definitions associated with the NFV
architecture proposed by ETSI [1]. The related dependabil-
ity taxonomy is presented in Section III, while Section IV
identifies overall challenges related to having a dependable
NFV system. The relevant monitoring and failure recovery
concepts are presented in Section V. Section VI provides a
more detailed discussion of the functionalities, requirements,
and architecture of the NFVO. In Section VII, we detail
the impact of the NFVO on service dependability. Different
possible options to make the NFVO fault-tolerant are proposed
in Section VIII, before we conclude the paper by summarising
the identified challenges in Section IX.

II. NFV-MANO CONCEPTS AND DEFINITIONS

NFV Management and Orchestration (NFV-MANO or, in
short, MANO) has been defined by the NFV ETSI Industry
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TABLE I
LIST OF ACRONYMS IN THIS PAPER

BSS Business Support System
CP Connection Point
DPDK Data Plane Development Kit
EMS Element Management System
ISG Industry Specification Group
KPI Key Performance Indicator
NCT Network Connection Topology
NFV Network Functions Virtualisation
NFV-MANO NFV Management and Orchestration
NFVI NFV Infrastructure
NFVO NFV Orchestrator
NS Network Service
OSS Operations Support System
PNF Physical Network Function
SDN Software-Defined Networking
VIM Virtualised Infrastructure Manager
VL Virtual Link
VNF Virtualised Network Function
VNFFG VNF Forwarding Graph
VNFM VNF Manager

Specification Group (ISG) in [8] as a key element in the
effective provisioning and management of Network Services
(NSs), Virtualised Network Functions (VNFs), and the under-
lying infrastructure. This section provides the description of
the relevant NFV and MANO concepts. First, in Section II-A,
we introduce the fundamental NFV concepts. Second, we
identify and describe the key components of the MANO
in Section II-B. Finally, Section II-C summarises the main
functionalities assigned to each particular MANO component.

A. NFV-ETSI General Architectural Concepts

Based on [8], Figure 1 presents a high-level representation
of NFV architecture, emphasising its key components and their
interconnection scheme.

According to the ETSI proposal, every NFV system requires
access to hardware resources, such as computing, storage,
and the network. The virtualisation layer and its respective
virtualised resources are catalogued and aggregated by the
NFV Infrastructure (NFVI) subsystem to enable them to be
dynamically assigned to VNFs, according to specific demands.
Management of the entire infrastructure is performed by the
Virtualised Infrastructure Manager (VIM) component. Careful
planning of interactions between the virtualised environment
and Physical Network Functions (PNFs) is required, and the
PNFs must be accessible to the NSs that depend on them.

The VNF (see Figure 1) represents the software imple-
mentation of all offered network functions that are decoupled
from the hardware resources they use. They gain access
to the respective resource pools via the NFVI subsystem,
as shown in Figure 1. VNFs are managed locally by the
Element Management System (EMS) and globally by the VNF
Manager (VNFM) component.

Dynamic management of the system relies on automation
enforced by policies with a set of specific conditions and
their corresponding execution. For this reason, the related
management and orchestration actions are also needed. In the
ETSI-NFV architecture shown in Figure 1, dynamic man-
agement is represented by the NFV-MANO subsystem. Its
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Fig. 1. ETSI NFV ISG architectural framework [1]

respective components and functionalities will be explained
in the following sections.

NFV deployments are expected to involve multi-vendor
ecosystems and different lifecycles. Thus, to make flexible
management and integration with existing systems possible,
standardised and consistent interfaces are required. In addition,
the components should support monitoring, testing, and fault
management actions, as identified in [8]. For instance, moni-
toring tasks may include the estimation of Key Performance
Indicators (KPIs) of NSs and the detection and localization of
faults, while fault management may involve such actions as
fault correlation, root-cause analysis, isolation, and recovery.

B. MANO Components

The NFV-MANO subsystem, as proposed in [9], is com-
posed of three main components: the NFVO, the VNFM, and
the VIM.

The NFVO is at the highest hierarchical level of the NFV-
MANO and it is responsible for the creation and lifecycle
management of NSs, as well as the respective validation,
authorisation and management of the necessary infrastructure.
The VNFM configures and supervises the lifecycle of VNFs
and performs the respective coordination and adaptation role
for configuration and event reporting between the VIM and the
EMS [9]. Finally, the VIM controls and manages the NFVI
computation-, storage-, and network-related resources to create
and assign the virtual resources needed by specific functions.

MANO components are critical to the operation of an NFV
system. They are interconnected and work together to provide
the adequate functionalities and life-cycle management of both
physical and virtualised resources.

C. MANO Functionalities

The MANO functionalities required by an NFV system
are introduced in the ETSI NFV-MANO specification [8] for
different managed targets.

The first managed target is the NFVI. The main MANO
functionalities in this case are focused on the accessibility,
availability, allocation, and release of virtualised resources,
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TABLE II
SUMMARY OF MANO COMPONENTS AND FUNCTIONALITIES

Managed
Target

MANO Functionalities Responsible

NFVI (i) Manage the accessibility, availability, allo-
cation, and release of virtualised resources

VIM

(ii) Fault and performance management of vir-
tualised resources and hardware

VNF (i) VNFs Lifecycle Management VNFM
(ii) Fault, Performance, Security Management
(iii) Configuration and Accounting Manage-
ment

NS (i) Registering, instantiating, scaling, updating,
terminating NSs

NFVO

(ii) Creating, deleting, querying, and updating
the corresponding VNFFGs

General (i) Fault, Performance, and Policy Management VIM, VNFM,
(ii) Performance, operational, and functional
testing of NSs

NFVO

as well as fault and performance management of virtualised
resources and respective hardware.

VNFs represent the second managed target of MANO
functionalities. The actual VNFs are decoupled from the
physical infrastructure. Thus, it is required that additional
features be deployed in MANO to enable logically-centralised
management. The main VNF-related MANO functionalities
are the configuration, fault, performance, security, lifecycle,
and accounting management of VNFs.

NSs are managed targets that demand additional MANO
functionalities. Usually, NSs are planned to be executed by
the orchestration subsystem. In particular, the related MANO
functionalities in this case are as follows: create, register, scale
up/down, update, and terminate NSs, as well as create, delete,
query, and update the corresponding VNF Forwarding Graphs
(VNFFGs).

Finally, MANO performs general management functionali-
ties on different levels in the context of virtualised resources,
VNFs, and NSs, such as fault, performance, and policy man-
agement.

Table II presents a summary of the components and func-
tionalities described in this section. For a detailed description
of particular functionalities, the reader is referred to [8].

III. RELATED DEPENDABILITY TAXONOMY

We use the term dependability as defined in [10] as the
overall property of NFV that is addressed in this paper.

Dependability is the trustworthiness of a system such
that reliance can justifiably be placed on the service it
delivers.

This term is a general term that does not specifically focus
on the system’s ability to withstand or recover from failures.
Other terms commonly used to describe an overall property
are more specific, including resilience (ability to recover
back to normal operation) and robustness (ability to tolerate
misbehaviour and failures). For a more elaborate discussion,
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Fig. 2. The dependability tree [10] (revised to include the attributes
considered as the most important for the study in this paper).

visit [11]. The taxonomy used to specify the dependability tree
is given in Figure 2, revised to include the attributes that are
considered the most important.

A. Attributes

Specific attributes are necessary to reflect the properties that
are important to characterize and measure of specific NFV
services, including the following:

• Availability — readiness for correct service [10], i.e.,
delivery of service in compliance with the service spec-
ification; measured as the probability of the readiness
to provide service compliant with the requirements, for
example, service new demand;

• Partial availabilty — delivery of service in compliance
with a subset of the requirements, or to a subset of users;

• Reliability — continuity of correct service [10], i.e.,
continuity of service in compliance with the service
specification; measured as the probability of the con-
tinuity of service compliant with the requirements, for
example, providing service for the required duration and
then terminating;

• Survivability — system’s ability to continuously deliver
services in compliance with the given requirements in the
presence of failures and other undesired events; several
measures related to the recovery phase are defined [12];

• Maintainability — ability to undergo modifications and
repairs [10], i.e., the ease with which maintenance of
a functional unit can be performed in accordance with
prescribed requirements (the definition includes both
proactive and reaction actions).

In this paper we focus on NFV network services. A service
is regarded as degraded (partially down) if x% of the n users do
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Fig. 3. Relation between fault, error, and failure.

not receive a service that is compliant with its specification.
When x < θ (θ is a service dependent threshold), then the
service is down. Partially available means that the service is
x%-available.

B. Threats

All attributes and metrics above seek to characterise the
dependability of the system and the services it provides. The
properties are affected by many factors, including environmen-
tal, fault-tolerant design (or lack of), quality of equipment and
design, and operation of maintenance. In order to understand
the root causes, lack if consistency or logic in the inner
workings of the system, and the visible consequences, we will
use the following “pathology” [10]:

• Fault — adjudged or hypothesized cause of an error;
• Error — part of the system state which is liable to lead

to a failure;
• Failure — deviation of the delivered service from com-

pliance with the specification; transition from correct
service to incorrect service (e.g., the service becomes
unavailable).

The relation between these concepts is illustrated in Figure 3
where an external fault flips a bit in the memory causing
an error that manifests as a failure when that partition of
the memory is accessed. This pathology might be used in a
recursive manner, meaning that a failure at one level (or in
a subsystem) might be a fault on the next level (or for the
system). In the NFV context where a service consists of a
chain of service components (see Section VII-A), a failure in
a service component is a fault of the services that rely on this
component.

C. Faults

Different root causes (faults) of a failure exists, and the
following classification is used in this paper:

• Physical faults — “classical” hardware faults;
• Transient faults — faults that are present only for a short

period of time showing no physical change in the system;
• Intermittent (sporadic) faults — faults that come and go;
• Design (logical) faults — human-made faults during

specification, design, and implementation;
• Interaction or operational faults — accidental faults

made by humans that are operating or maintaining a
system;

• Faults caused by the environment — faults from outside
the system boundary;

• Excessive load — faults due to loads above the system
capacity that last for a short or long period;

• Malicious attack and intrusion — faults that are caused
by planned, malicious activity to harm data, systems or
services.

D. Failure semantics

When a failure occurs in a distributed processing system
such as NFV, the consequences on the services provided by a
functional unit can be classified by the following commonly
accepted failure semantics:

• Omission failure (crash failure) — does not respond to
an input;

• Value failure — responds to an input within the correct
time, but with incorrect value;

• Timing failure — responds to an input with the correct
value, but not within the correct time;

• Arbitrary failure (Byzantine failure) — does not respond
to an input within the correct time or with incorrect value
(or both).

The same classification also applies to the network services
provided by the system that consists of a set of sub-systems
or functional units.

E. Recovery

After a failure in the system, services must recover, which
means return (component/system/service) to its original con-
dition. In this paper we distinguish between:

• Repair — fix or mend a component that is suffering from
damage or a fault (including restart, reboot, upgrade of
software);

• Replacement — change a failed component with a new
(working) one (including reinstallation of software).

It is also important that recovery occurs in several consec-
utive stages, and in this paper we use:

1) Detection — a failure that has occurred must be detected,
so that further actions can be taken; depends on proper
monitoring of the system;

2) Localization — determine where the failure is;
3) Isolation — if necessary: isolate the failure to prevent it

from propagating or escalating;
4) Repair/Replace — decide a proper action to restore the

service by either repair or replacement.
These stages can be quantified by survivability, and are

related to the maintainability.

IV. NFV DEPENDABILITY CHALLENGES

The virtualisation of network functions represents a genera-
tional change in network technology, which also represents
a significant change in the related challenges of providing
highly dependable services. Several real-world experiments
are needed to measure, improve, and understand better the
consequences and implications of such scenarios. In addition,
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an underlying change in threat scenarios is expected following
the shift in technology, which imposes a different, and maybe
less acceptable, risk profile for NFV-based networks. These
issues are discussed in the following subsections. To help the
reader understand some of the challenges concerning fault
tollerance in NFV, a brief comparison of the dependency
structure in a conventional network architecture and an NFV
architecture is made.

A. Strengths and Vulnerabilities of NFV

In the current network, network functions are provided by
proprietary vendor-specific implementations integrated with
function specific hardware in dedicated network elements. This
design has proved to be reasonably robust, and the relatively
loose coupling between network elements has limited the
network-wide outages. In the virtualised network, the functions
will be provided by a logical centralised control and manage-
ment. This has the potential to improve network dependability,
but also introduces new threats and augments existing threats.
Before we look at these, let’s summarise some of the expected
benefits of the virtualisation of network functions:

• The global overview of the state of the network and
all its components combined with an increased control
of resources may provide a better handling of faults of
dedicated equipment.

• In current networks, functions are provided by dedicated
components. When the control in these components fails,
even when it is provided by a fault-tolerant platform, a
manual intervention may be required to rectify the failure.
This may incur a significant time. In a virtualised system,
the VNF may be restarted in another virtual machine with
minor delay.

• Better monitoring and alarm handling is expected to pro-
vide faster identification and handling of faults. However,
a potential challenge is alarm storms triggered by a failure
of a component causing an excessive number of alarms
in the network. New monitoring techniques will provide
smarter techniques for identifying fault patterns which
can serve as early warnings of a potentially more severe
failure.

• In general, a unified and centralised management of all
resources in the network by the VIM is expected to yield
improved management and increased dependability.

As evident in the above items, NFV has the potential to
deal more efficiently with a number of failures in the network.
However, the potential dependability-related weaknesses of
NFV have received less attention. The list below does not
claim to be exhaustive, but it aims to illustrate some funda-
mental challenges that the introduction of NFV imposes.

• By moving all network functions onto NFVI, control and
management become centralised. The NFVI is highly
likely to be implemented as a distributed system, but
control and management will be logically centralised.
This means that the system is far more vulnerable to
error propagation between different software elements
and across previously isolated functions. Misoperation

of a software module may affect other related function-
ality that depends on shared information. Furthermore,
the system becomes far more vulnerable to common
cause failures in design and operation in spite of the
distributed hardware platform. Hence, the probability of
severe network-wide outages is likely to increase.

• For dependability and capacity reasons, the network func-
tions and their management are likely to be executed on a
distributed platform, which may cover more physical sites
to achieve robustness to environmental failures. The sites
may be dedicated computing entities or centres shared
with other applications, e.g., the control and management
functionality of SDN, and communication application. It
is an open issue whether these platforms may provide a
dependability similar to that of dedicated legacy network
providing systems.

• The flexibility and adaptivity of NFV increase the com-
plexity and chances of fault in design, implementation,
configuration, and operation.

• Most distributed computing platforms are designed for a
crash failure semantics, i.e., a failure causes the failed
component to stop responding. The same behaviour is
typically also made for control and management soft-
ware. With the potential detrimental consequences of a
network outage, it should be questioned whether this
presupposition should be taken for NFV; especially for
the VIM and the NFVO, i.e., whether the system should
be designed for a wider range of failure semantics, (see
Subsection III-D).

• The shift into VNF will also imply a shift in the con-
text of setting up a network. The “NFV marketplace”
will be an ecosystem of network functions, management
software, and platform software, some proprietary and
some available in the public domain. There is a large
number of options for setting up a system, which will
introduce a rage of compatibility and interworking issues
that may be critical to dependability if they emerge
during abnormal situations. As opposed to the “turn key
functions” provided by a vendor, there will be no entity
that has full insight into the entire software. Also, it is
important to keep in mind that providing and maintaining
a highly dependable configuration will be the responsi-
bility of the network operator, which in a transition phase
may constitute a challenge with respect to the available
competence.

• The need to meet the performance requirements in the
data plane has pushed the introduction of acceleration
modules, such as DPDK, which provide more autonomy
in the user space and reduce the load of the kernel
space [13], [14]. At the same time, these improvements
introduced new dependability dimensions that need to be
considered. For instance, DPDK software releases have
been undergoing bug-fixing and improvement procedures
in the recent years, which increased the implementation
awareness on stable and longtime support releases. In
addition, challenges such as the respective VNF valida-
tion and the live migration implementation when using
DPDK still need to be investigated. Currently, there are
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several studies with a strong focus on the performance
implications of such acceleration modules that need to be
complemented with deeper studies on their dependability
impact.

B. NFV Experiments on Dependability and Orchestration

Real-world experiments involving NFV increase the aware-
ness of the related limitations and capabilities. There are
numerous experiments carried out by different participating ac-
tors (operators, vendors, universities, independent researchers,
and others), and multiple aspects need to be evaluated. For
the sake of illustration, in this section we discuss the selected
experiments related to the scope of this paper.

The study in [15] presents a fault injection prototype to
analyse the fault resilience of OpenStack. The study resulted
in 23 uncovered bugs in two OpenStack versions, and it
presented a methodology to perform such analysis. Further-
more, it provided important design principles to build a fault-
resilient cloud-management stack. In [16], an experimental
analysis of a virtualised IP Multimedia Subsystem (IMS)
using the VMware ESXi hypervisor was employed to eval-
uate and benchmark performance and reliability. Using fault
injection, this work studies the impact of faults on VNFs in
terms of performance degradation and service unavailability,
pointing out the dependability bottlenecks in the NFVI and
providing the dependability design policies. A recent study
to detect early potential SLA violations due to anomalous
virtual machine behaviour is presented in [17]. The authors
provide tools to enable service providers to proactively plan
for appropriate recovery strategies, using supervised machine
learning algorithms and fault injection tools relying on the
VMware vSphere 5.1 virtualised platform, and Clearwater, an
open source implementation of an IMS for cloud platforms.

The ETSI-NFV [1] has encouraged the development of
Proof of Concepts (PoCs) in order to increase the industrial
awareness and confidence in NFV, and to help the development
of a diverse and open NFV ecosystem, providing feedback
on interoperability and other technical challenges. A full list
of the current PoCs can be found in [18]. The most relevant
PoCs concerning NFV orchestration are presented in [19]–
[21], and the PoCs focused on the dependability aspects
are documented in [22], [23]. Currently, there are several
open projects developing orchestration solutions [24]–[26],
and their current status, new features, and evaluation results
are presented periodically. A more detailed explanation of
the architectural features of those projects will be presented
in VI-D.

C. Shift in Risk Profile

The previous section shows the potential of a change in
the risk profile, as illustrated in Figure 4. The NFV has the
potential to reduce the consequences of “everyday failures”
in the network and thereby improve dependability. On the
other hand, the system will be more centralised, which limits
the inherent robustness towards network-wide outages. As
mentioned in previous section, the increased complexity of
the control software is expected to increase the likelihood for

design, configuration, and operational failures, which in some
cases may have severe consequences.

Even if it is feasible to maintain “carrier grade of service”
in terms of average service availability towards individual
customers, the potential shift in profile may have severe
societal consequences.

Failure frequency
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Fig. 4. Shift in risk profile with the introduction of NFV.

This shift in threat scenario and risk profile is most im-
portant during the definition of the NFV architecture and the
design of systems. The relatively detailed NFV architectural
framework [1] is necessary to establish the foundation for
a sustainable NFV eco-system. The standardisation work on
dependability in NFV ( [27], [28], [29]) is tightly coupled to
this reference architecture. However, no overall dependability
strategy for the systems based on this architecture is addressed.
To establish a basis for such a discussion, focusing on the
NFVO, a relationship between the different elements of the
architecture is established in the next section.

D. Depends-on relations of the NFV architecture

The NFV architectural framework [1] presents the functions
in the system and their interworking. The objective of the
system is to provide end-user services. The depends-upon
graphs, introduced by Flavin Cristian [30], are useful means to
study relationships between functional elements to understand
how failure semantics and fault tolerance may be built into
the system while providing end-to-end services. For a well
designed system it must be a unidirectional loop-free graph,
like for instance a Bayesian network graph. Note, however,
that the purpose of these graphs is different; the depends-
upon graph is aimed at revealing the structural relations
between functions, while the Bayesian Network represents the
probabilistic dependencies among events, see for instance [31].

This subsection presents a depends-upon graph for the
NFV architectural framework, where the notation is slightly
extended as in Figure 5. Network functions represent internal
system services, and they are provided from system compo-
nents, i.e., internal servers.

To illustrate the use of the depends-upon graph and the cor-
responding symbols, a simple example based on a conventional
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Fig. 5. Notation and Example; the depends-upon graph of service provisioning
in a conventional (non-NFV) network.

(non-NFV) network is provided in Figure 5, where also the
type of network subsystem (service) is indicated. Usually, we
consider a network function as subordinate to operation and
maintenance (O&M). However, in this context, the network
function depends on proper O&M, although not in real time. In
conventional networks, the function orchestration is integrated
into the O&M block shown in Figure 5. The orchestration
is not a separate function and hence, it is not shown in the
Figure.

Establishing a depends-upon graph for a network with virtu-
alised function may not be done directly from the architecture
for the following reasons:

• The ETSI reference architecture is presented in various
degrees of detail, see [1], [8], and the correct level of
abstraction for the graph is not obvious.

• The description of the functionality of all architectural
elements is not yet described in sufficient detail.

• The VNFs will be executed on the NFVI. However, it is
not defined how the NFV O&M is supported.

• The realisation of the fault tolerance will depend on
implementation choices, which is not a part of the stan-
dardisation work.

The prime objective in establishing the graph in Figure 6 is
to discuss the fault tolerance provisioning. Nevertheless, from
the above discussion it is necessary to make some assumptions
in order to establish the graph.

• With respect to realisation, it is necessary to split the
NFVI into a network domain and a compute and store
domain. This is also in accordance with the approach in
[32], [33].

• The NFVO and VIM are located on a separate platform.
At this level of model granularity, this is necessary to
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Hypervisor 
domain1

Service+

VNFM+

 Comp & Store 
platform1
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Network 
domain1NFVI  compute 
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NFVO1

Transport 
network+

Dedicated or generic
VNFM is optional

O & M
site

Network

Function specific 
network
element

Control  cluster

Computing 
platform

Fig. 6. Draft depends-upon graph based on the ETSI NFV architectural
framework and a set of additional assumptions about the implementation.

avoid loops in the depends-on graph, e.g., the infrastruc-
ture manger depends on the operation of the infrastructure
it should manage in order to work. This may not be
necessary, but requires more detailed information about
actual implementation to avoid mutual interdependencies.

• Note that in this context, the operation of the transport
network is assumed to be independent of the NFVO.
If it includes SDN, further challenges need to be ad-
dressed [5]. For a discussion on an SDN-enabled NFV
architecture, see for instance [34] and Section 5.6 of [8].

Under a different assumption it might be necessary to revise
the graph in this paper, or to make alternative graphs for other
realisations.

Figure 6 shows that it is not an objective to make the
physical and virtual network functions (PNFs and VNFs)
inherently fault tolerant. The fault tolerance of the functions is
to a large degree provided through system internal services by
the management system, i.e. the VNFMs, the VIMs, and the
NFVO. From the documents available, [28], [29], [32], [33],
[35], [36], it is seen that a consistent architecture with respect
to provision of fault tolerance in the NFV architecture is under
development. However, for the moment, only fragments are
described, and it is hard to get an overview.

The dependability of the MANO, especially the VIM and
NFVO, is crucial, since all system functionality depends on
it. In principle, an extreme availability may (likely) not be
required for the NFVO, as real-time requirements are low. It
means that short stops will not cause significant impact unless
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they take place during network reconfiguration. However, as
will be explained in Section VII-B, this is a risky approach
that may be reconsidered, and, based on the reconfiguration
demands, limits on the maximum allowed NFVO downtime
must be defined. In addition, it is crucial that the VIM and
NFVO are designed for fail-omission/fail-stop semantics for
all kinds of failures, cf. Section IV-A, as mis-operations may
have catastrophic consequences.

Example: To demonstrate the depends-on graph and its
adaptation to a specific real-world case, an example is con-
sidered. One of the NFV-related use cases that has been
widely addressed by network operators in several Proofs of
Concepts (PoCs) is the virtualisation of the Evolved Packet
Core (EPC) [19], [37]–[39]. See [40] for a generic EPC
description. This paper refers to one of the PoCs run at
Telenor. One of the evaluated services was Voice over LTE
(VoLTE). The corresponding depends-upon graph is presented
in Figure 7. It is an instantiation of the generic Figure 6.
The service-provisioning system consists of the VNFs from
four different vendors, providing the following virtualised
functions: BaseBand Unit (BBU), Mobility Management En-
tity (MME), Packet data network Gateway (PGw), Serving
Gateway (SGw), Policy and Charging Rules Function (PCRF),
Home Subscriber Server (HSS), and IP Multimedia Subsystem
(IMS). The graph is adapted to the current PoC implemen-
tation. It was put together in a local data centre where all
the compute nodes are located in the same room, while the
traditional layer 2 switches supporting VLAN features are used
for physical network interconnection reflected by the transport
network in Figure 7. The VIM is based on the OpenStack
platform, whereas OpenStack Neutron is responsible for the
NFVI network domain.

In the case of the implemented PoC, all the vendors
provided their own VNFMs. The orchestrator functions were
carried out by manual operations. Therefore, some automation
was missing, and it was not possible to observe all agility
properties resulting from a fully orchestrated system. However,
for illustration purposes, this paper considers a scenario where
the mentioned virtualised EPC is fully orchestrated by the
NFVO. In particular, to ensure dependability, the core man-
agement functionality, including VIM and NFVO, is placed
on a separate platform.

In comparison with Figure 6, in the considered PoC system,
each function is explicitly represented and has only one
instance. Hence, there are only one-to-one relations 1:1 repre-
sented by plain arrows. The current VNFMs are implemented
without real-time constraints and the boxes are made grey.
Finally, there is no function specific network element and
hence, the optional PNF in Figure 6 is removed from this
diagram.

We considered the depends-upon graph for other specific
use cases with considerable end-user differences from VoLTE.
In all cases the results look structurally similar, since all
they follow the architecture presented in Figure 6, with
mayor differences only in the specific set of VFNs used.
For instance, the use of the ETSI NFV ISG architectural
framework for designing a content delivery network (CDN)
is presented in [41]. A depends-on graph based on the global
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VNFM
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VNFM
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vIMS
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RHH
Vendor 4

vSGw
Vendor 1
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vPCRF
Vendor 3

NFVI  compute domain

VIM
Open-Stack

VNFM
Vendor 4

Transport network Comp & Store 
platform

Fig. 7. The depends-upon graph for a VoLTE service in a virtualised EPC
system.

virtual CDN architecture outlined in Section III.B of [41], will
follow the structure presented in Figure 6, with VNFs such
as: Request Routing, CacheInstance (vCache), Authentication
Authorisation Accounting Instance (vAAA), Streaming server
Instance (vStream) and Origin-server (OS) Instance. For a
more detailed description see [41].

V. MONITORING AND FAILURE RECOVERY

Monitoring and failure-recovery mechanisms are required
to guarantee the dependability of an NFV system. In this sec-
tion, we will discuss related monitoring and failure recovery
alternatives that may be applied in the context of the NFVO.

A. Monitoring

There are several monitoring aspects to be considered during
the design of an orchestrator solution. In this section, we
present a classification of different relevant factors. The first
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Fig. 8. An illustration of the ideas behind different monitoring schemes:
(a) passive/centralised, (b) active/centralised, (c) distributed, and (d) low-
level/high-level monitoring.

factor considers the ways in which different monitoring agents
request and gather information, where monitoring may either
be classified as passive or active (Figures 8(a) and 8(b), re-
spectively). Further, the allocation scheme of monitoring units
which collect and analyse data determines if the monitoring
is distributed (Figure 8(c)) or centralised (Figures 8(a)-(b)).
Finally, if the data is acquired from the layers above or below
the virtualisation layer, the monitoring may be classified as
high-level or low-level, respectively (Figure 8(d)).

According to the related specification recently proposed
by ETSI [36], monitoring tasks may be passive, active, or
a hybrid of both. Passive monitoring usually assumes that
the monitoring server does not act proactively in order to
gather extra information, but just collects unmodified data
as it is reported by the agents allocated on the monitored
elements. Passive monitoring for instance, may be based on
analysing user traffic in real-time and assuming that the results
of the measurements can only be collected at specific locations
and processed off-line [36], potentially creating significant
delays between events and corresponding actions. On the other
hand, active monitoring is expected to enable proactive fault
detection, where the server not only waits for information
from monitoring agents, but it also performs autonomous
tasks that may even require the generation of additional flows
and tests needed in a specific monitoring situation. Further,
using active monitoring techniques, it is possible to follow
an iterative approach to analyse particular VNFs or NFVI
resources without involving user traffic. In NFV, the design-
or configuration-related decision about when and where to
apply active and/or passive monitoring is fundamental for the
dependability of the system.

The second important aspect is to determine whether the

monitoring subsystem will be centralised or distributed. Cen-
tralised monitoring is based on the idea that the health and
performance of a group of system components is monitored by
a single unit which is also able to trigger further actions to re-
spond to the observed anomalies. An example representing this
approach might be the monitoring of KPIs of particular VNFs
by a central VNFM subsystem to collect information needed
for auto-scaling operations [8]. An important advantage of this
strategy is that the response to the detected abnormal behaviour
is coordinated by a single entity which maintains a complete
view of the current state of the monitored subsystems. Thus,
the corresponding action may be selected in a broader context
of the entire group of similar subsystems. On the other hand,
the monitoring unit may have to deal with alarm storms,
which might slow down the expected response. To address
this critical issue, distributed monitoring mechanisms may be
deployed in the system. Distributed monitoring is based on the
assumption that some components may monitor either their
own operation (e.g., on-demand scaling of VNFs, in which
an explicit request is sent to the VNFM based on the results
of local measurements [8]) or the operation of a group of
other subsystems. More importantly, a hierarchy of monitoring
units may be built, effectively solving or limiting the overall
impact of an alarm storm. An example of a solution that
meets this requirement is the widely-used open-source Zabbix
monitoring platform [42]. In this case, monitoring nodes can
form a tree-like structure in which every node reports only
to its master node [45]. In addition, alarm storms can also be
suppressed through the use of trigger dependencies introduced
in Zabbix. Trigger dependencies define specific conditions that
must be satisfied before triggering an alarm. For example, if
the only gateway router of a remote subnetwork fails, then
it is expected that all monitored devices behind this gateway
will not be reachable, and the corresponding alarms can be
suppressed using the trigger dependencies-based mechanism.
Furthermore, Zabbix has been selected as one of the fun-
damental components of the OpenBaton implementation of
MANO [26]. It manages the VirtualisedResourceFaultManage-
ment and VirtualisedResourcePerformanceManagement inter-
faces shared with VIM [8], [53] and it communicates with
MANO through a plugin.

Finally, there are several components below the virtualisa-
tion layer related to the infrastructure and hardware resources,
as well as components above the virtualisation layer that are
related to VNFs and NSs [1]. Therefore, monitoring systems
should be planned to operate on different levels, as the scope of
their operation may differ significantly. In particular, low-level
monitoring focuses primarily on the availability and perfor-
mance of the physical components of the entire infrastructure,
such as servers, storage arrays, and network equipment. The
functionality and resources delivered by physical devices are
aggregated and managed on higher layers. The corresponding
monitoring mechanisms are supposed to detect abnormal op-
eration conditions related to middleware and particular cloud-
powered applications. Modern high-level monitoring solutions
include capabilities such as advanced event filtering and ag-
gregation mechanisms, as well as various alerting policies.
To simplify management, the existing monitoring solutions
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TABLE III
MONITORING AND FAILURE RECOVERY — CLASSIFICATION AND SUMMARY OF THE SELECTED PROPOSALS RELATED TO NFV (italic font),

CLOUD/GENERIC SYSTEMS (NORMAL FONT), OR BOTH (BOLD FONT).

Passive Active Centralised operation Distributed operation Low level High level

Detection [42], [43], [44] [42], [43], [44] [8]: VNFM, [42] [8]: VNF, [45] [42], [43], [44] [42], [43]
Localization [26], [43], [44] [44]

Isolation [46] [47] [24], [26], [48] [46], [47], [49]
Repair [50]–[52]

often merge input data from all monitoring levels, process
and correlate particular events, and present the results in
a consistent way using a graphical user interface [43], [44],
[54], [55].

The design of an effective monitoring subsystem requires
that the following factors be taken into account:

• type of the monitored components and the involved
performance metrics (ability to detect different kinds of
fault);

• number of monitored components and their hierarchy
(scalability, data aggregation and filtering);

• capability of the system to react to particular events
in real time (alerting and self-healing policies, ensuring
dependability of system components);

• dependability of the monitoring subsystem itself (redun-
dant data sources, data processing units, connections,
dealing with excessive amounts of data);

• management and deployment-related issues (integration
with the monitored system, flexibility of configuration).

Although the existing technology allows to cover all of
the listed factors, it may not be clear how to combine and
configure particular components to work reliably in a specific
deployment scenario. Thus, each deployment requires techni-
cal expertise in this area, especially with respect to proper di-
mensioning, dependability of the monitoring subsystem itself,
and the ability to predict potential consequences of different
solutions.

B. Failure Recovery

Whenever a failure is detected using any of the monitoring
techniques previously described, further recovery mechanisms
must be in place to bring the affected NSs back to their original
condition. In NFV, the recovery can either be performed
locally with the assistance of the corresponding EMS using
pre-planned mechanisms, or it can rely on the global recovery
provided at different scales by the VIM, VNFM, or NFVO.

Local recovery has been extensively used in cloud comput-
ing. One of its main advantages is the short recovery time
offered. Current cloud computing technologies make use of
different fault tolerance techniques to maintain high availabil-
ity [56], [57], [58]. The specific solutions may differ in the way
the image of a virtual machine replica is handled. For instance,
there are two common techniques referred to as active-hot
replication (e.g., [47]) and passive-hot replication (e.g., [46]).
Active replication can obtain the best recovery time, since
each process is performed at the same time on every replica
which is actively running, and hence theoretically, any of them

will be ready to take responsibility at any time in case of
failure. Passive replication on the other hand requires each
request to be processed on a single replica before the results
are transferred. Due to the passive condition of the replicas
they need extra time to take responsibility in case of failure
recovery. Finally, hybrid techniques such as the one presented
in [59] can combine different recovery mechanisms that make
use of a given specific approach on a given time, depending
on the current needs and status of the systems.

The general intention is to make the failures that affect
a specific virtual machine as transparent as possible for the end
user, by keeping the reaction time short due to the advantage
offered by the local properties. The solutions used to restore
virtual machines represent a hot research area and several
related approaches have been proposed [49]–[52]. What is
common to all these approaches is that a running system can
transparently continue its operation on an alternative physical
host in case of failure, which is also desired in an NFV
system. Finding the way to integrate and take advantage of
the existing cloud computing fault tolerance techniques in the
NFV solutions is still an open issue that should be explored.

On the other hand, given the openness of the NFV spec-
ification on recovery related implementations, most of the
current NFVO proposals include global mechanisms that take
corrective actions when failures are detected in different
components of the NFV system [24], [26], [48]. Having a
global entity in charge of the recovery procedures allows
centralised coordination for identification of the system-wide
optimal solution, as well as effective troubleshooting, given
a more complete context related to the failure events.

Regardless of the scope of recovery (local or global), it
is important to keep in mind that the NFVO should have
a complete and consistent view of the entire NFV system.
In particular, it should be able to track available resources,
as well as current locations of VNFs and NSs across the
entire system. As local recovery processes may modify the
allocation scheme on demand, it is crucial that the NFVO
be notified of such changes. In the case of global recovery,
since the related procedures may be started by the NFVO
directly, it is relatively easy to maintain a consistent view of
the network. At the same time, when local recovery routines
are executed, it is important that the NFVO receive agile
updates to make sure that the following decisions are made in
the appropriate context. Finally, discovering the ways in which
local and global recovery should work together in NFV, the
specific NFV implementations, and trade-off/balance between
these two approaches represent interesting open issues in NFV
dependability.
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Fig. 9. An illustration of the ideas behind different VNF redundancy schemes
— Active-Standby: (a) 1 : 1, (b) N : 1, and (c) N : M ; Active-Active:
(d) 1 + 1, (e) N + 1, and (f) N +M .

Redundancy planning is an important concept for the suc-
cessful recovery of VNFs. Figure 9 presents different VNF
redundancy schemes studied by the ETSI NFV-REL working
group for two primary protection scenarios: Active-Standby
and Active-Active. We provide below a brief summary of
considerations given in [27], [35]. In the case of the Active-
Standby redundancy schemes (see Figures 9(a)-(c)), to avoid
common-mode failures and reduce the probability of corre-
lated failures, the standby and active instances should be
placed on different hardware nodes. Further, failures may
cause a noticeable disruption of service during the failover,
due to reduced processing capacity of the active instances. As
standby instances do not perform application load processing,
additional mechanisms may be required to confirm that the
standby instances are ready to handle the load after failure, and
network reconfiguration is required to direct traffic to standby
components. When the current state of the VNF is important,
the standby instances should have sufficient memory capacity
to store the state information corresponding to each of the N
active instances. In the case of the Active-Active redundancy
schemes (see Figures 9(d)-(f)), load distribution functions are
needed in front of the pool of active resources. However, the
load distribution mechanism itself should also be protected
against failures, which may involve both redundancy and state
replication. For a discussion of different examples of Active-
Standby and Active-Active redundancy schemes, the reader is
referred to [35].

The state of the VNF is also a key consideration for its
failure recovery. Operations of stateless VNFs assume that in
the case of failure, the new VNF only needs to provide the
same functionalities of the failed one, without considering the
VNF state. Thus, the related advantage is that no additional
delay is imposed as a result of state synchronisation proce-
dures, and there is no risk that the recovery will be interrupted
by a mistake in the related process. At the same time, in the

Fig. 10. An illustration of the ideas behind different VNF state synchronisa-
tion schemes: (a) external VNF state replication, (b) direct partial VNF state
replication, and (c) full VNF state replication.

case of stateful VNFs, the redundancy schemes need to be
coupled with appropriate state synchronisation mechanisms.
The selected three general strategies discussed in [35] are
presented in Figures 10(a)-(c). The first strategy relies on an
external state repository (see Figure 10(a)) which maintains
a copy of the internal state of the active VNF component. Once
a failure is detected, the NFVI and NFV-MANO localise the
failure and disable the affected VNF components, which may
also involve network reconfiguration actions. It is required that
the standby component be brought to the state consistent with
the state stored in the external state repository. Once the state
is synchronised, a VM failover is performed to use the standby
VNF component as the new active component. Finally, a new
standby instance is assigned to the VNF by the NFV-MANO
from the resource pool. The second strategy is based on direct
partial VNF state replication that occurs between the active
VNF component and the corresponding standby VNF compo-
nent (see Figure 10(b)). Finally, the third strategy assumes full
VNF state replication, which also includes full VM execution
state replication. While each of the three presented strategies
provides a way to transfer state information between VNFs,
they do not detail the underlying synchronisation mechanism.
As it will be explained in Section VII-C, this is still an open
challenge with huge research interest.

Table III summarises the most relevant proposals of the
monitoring and failure recovery classification presented in this
section. In the following sections, the selected implementations
and challenges of monitoring and failure recovery will be
discussed in the context of NFVO.

VI. NFVO FUNCTIONALITIES, REQUIREMENTS AND
ARCHITECTURE

In this section, we discuss dependability challenges re-
lated to NFVO. First, we identify the main functionalities of
NFVO. Then, we summarise the dependability requirements
specified by NFV ETSI ISG and we present the latest 5G
Standardisation Work of 3GPP. Finally, we discuss the current
architectural solutions with respect to the NFVO subsystem,
referring to particular NFVO functionalities.

A. NFVO Functionalities

As already presented in Section II-C, the functionality of
the NFV-MANO is defined in the corresponding specification
released by ETSI [8]. The NFVO functionalities can be divided
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Fig. 11. The NFVO functionalities split between Resource orchestration (grey
circle) and NS orchestration (yellow circle).

in the following two categories, as described in [8] and
depicted in Figure 11:

• Resource Orchestration — the orchestration of the NFVI
resources across multiple VIMs;

• Network Service Orchestration — the lifecycle manage-
ment of NSs.

According to the proposed division scheme, some function-
alities belong to both categories but have different prospec-
tives, i.e., the NFVI resources or the impact on NS. More-
over, the resource and NS orchestrations mainly focus on
NFVI resources and NS instances, respectively; however they
also consider the relationship with the corresponding VNF
instances.

Furthermore, ETSI has specified the functional requirements
of MANO, which are defined in [60]. Based on this specifica-
tion, key operational function categories can be identified. The
first branch of operational functions is related to the separated
management of NSs and VNFs: information management,
lifecycle management, and fault management.

VNF information management includes the management of
VNF package and VNF instance information. NS information
management comprises the management of the NS deployment
template, NS instance information, and NS performance. In
general, information management includes verification and
validation of integrity and authenticity, as well as retrieving
and collecting information and performance status.

Lifecycle management of VNFs and NSs includes instan-
tiation, scaling, updating, and terminating VNFs and NSs,
respectively.

Fault management includes collecting alarm notifications,
providing fault information, requesting healing, and preform-
ing automated or on-demand healing.

Virtual resource management consists of managing the
association between NS/VNF and the NFVI resources through
resource commitment models (reservation model, quota model
and on-demand). VNF-related virtual resources include com-
pute and storage resources necessary for VNF components,
as well as networking resources needed to ensure intra-VNF
connectivity. NS-related virtual resources comprise networks,
subnets, ports, addresses, links and forwarding rules, and

Fig. 12. A standardization-based classification of the resilience requirements
of the NFVO.

are used for the purpose of ensuring inter-VNF connectivity.
The management of virtualised resources includes allocation,
update, scaling, and termination, but also the respective failure
and information management. NVFO manages the resources
belonging to the virtual infrastructure by cooperating with one
or more VIMs.

The operational functions of the other elements of the
MANO can also belong to some of the above categories.
In particular, virtual (infrastructure) resource management is
carried out by VIM, while VNFM is also taking care of
virtual resource management and information/lifecycle/fault
management in the context of VNFs.

In conclusion, we can summarise NFVO functionalities as
the (direct and/or indirect) management of NSs, VNFs, and
NFVI, including the relationships among them, their various
instances, and their different types, through coordination with
the other two major components of MANO (VNFM and VIM).

B. NFVO Dependability Requirements According to ETSI
Standards

After getting an overview of NFVO functionality, having
a perspective on its dependability requirements is also im-
portant. The ETSI-NFV reliability, availability and assurance
working group, NFV-REL, has documented the general relia-
bility requirements for the overall NFV architecture in [28].

Having a strong focus on the dependability of NFV-MANO
is important, not only due to its fundamental role for the entire
NFV system, but also because it has been identified as one
of the less mature parts of NFV (especially with respect to
the NFVO). Therefore, in 2016, the ETSI NFV-REL group
started to work specifically on the resilience requirements
and capabilities of the NFV-MANO [27]. Additionally [27]
has included compiling the NFVO related requirements from
the previously mentioned ETSI-NFV-REL-001 [28] standard.
Here, we follow the same approach, but we use our own
classification (see Figure 12) to provide a clearer overview
of the dependability requirements that NFVO has from the
standardisation point of view.



IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. XX, NO. YY, ZZZZZ 13

First, we have the “general resilience” requirements (8%),
which refer to avoiding single points of failure, providing
resilience mechanisms that are vendor-agnostic and supporting
different availability levels. Second, there are some references
requiring the NFVO itself to have a resilient design (12%) with
redundant resources and support for geographically distributed
deployments. Third, some requirements involve the interaction
with between NFVI and VIM (17%), involving topics such as
redundancy assurance, hardware failure detection and remedi-
ation, and monitoring of overall infrastructure utilisation and
performance in order to detect potentially dangerous infras-
tructure behaviour. Fourth, information exchange requirements
(19%) refer to the capabilities of the different descriptors in
order to provide sufficient and explicit data and procedures that
enable the efficient implementation of resilience mechanisms
that can be measured and verified. Finally, VNFs and NS
represent for end-users the most tangible aspect of NFV, and
they have received major attention. NFVO requirements in
this direction represent approximately 44% of the total NFVO
requirements, including issues such as providing automatic
restoration capabilities, monitoring, migration, and escalation
of VNFs and NSs to prevent failures; fast and agile restoration
mechanisms aligned with Service Level Agreement (SLA)
requirements; replication and load distribution of VNF and
NS clusters; and smart mechanisms for the efficient and fast
identification and response of reported alarms. To conclude,
the requirements also consider the implementation of proactive
routines to avoid potential failures due to predictive mecha-
nisms.

In summary, the NFVO must fulfil the general-systems
prevention, tolerance, removal, and forecasting dependability
requirements [10] in the interaction with the NFVI, VNFs,
NSs, and specially on its own operation. The NFVO must
provide the mechanisms to prevent faults by having a robust
and well-planned design, including adequate monitoring and
information exchange tools; additionally, the NFVO must
provide fault tolerance and removal tools by guaranteeing
the redundancy needed in all the physical and logical lev-
els, complemented by intelligent and efficient recovery and
remediation mechanisms. Finally, the NFVO provides fault
forecasting tools that enable it to act in a proactive way via
intelligent mechanisms, and avoiding some potential problems
and improving preparedness to mitigate them.

Since the NFVO is an influential power modifier for the en-
tire NFV system, its operation correctness, high performance,
and high quality of service become fundamental requirements
that must be guaranteed. An extended and detailed list of the
standardisation requirements can be found in [28] and [27].

C. Latest 5G Standardisation Work of 3GPP

During the recent years, the research community and
telecommunication industry have made massive efforts to ad-
vance the ongoing standardisation work on the fifth generation
(5G) cellular networks. 5G will be a major innovation step
in wireless communications by integrating various wireless
technologies to be able to offer high performance for a broad
variety of use cases, such as broadband access in dense

areas, increased user mobility, massive Internet of Things
(IoT), real-time communication, lifeline communication, ultra-
reliable communications, and broadcast-like services [61].

To achieve this ambitious objective, NFV will play a key
role within the 5G network architecture, enabling Cloud
Radio Access Network (C-RAN), Mobile Edge Computing
(MEC), multi-domain/multi-provider orchestration, network
programmability, and network slicing [62].

In 3GPP, and especially in the Service and System Aspects
(SA) Working Group 5, significant effort has been made
to provide technical specification for the design of the 5G
system [63]. In [64] is presented the telecommunication man-
agement of mobile networks that include VNFs, and it explains
the relationship between the 3GPP management architecture
and the ETSI ISG NFV management and orchestration. The
specification covers such aspects as fault management, con-
figuration management, performance management, and life-
cycle management. Further, it indicates the corresponding
requirements with particular reference to the NFV-MANO.
In [65], the requirements for fault management are presented
in more detail. The specification highlights a major role of
the VNFM with respect to alarm correlation and reporting,
VNF healing, and virtualisation-specific failure detection and
correlation. In this context, the main functionality of the
NFVO is the NFVI maintenance coordination in order to avoid
unwanted impact of NFVI maintenance on VNF applications.

D. Architectural Solutions

As presented in the beginning of this section, ETSI speci-
fication defines the functionalities and the respective require-
ments of each building block of the MANO framework, but it
does not specify actual implementation and deployment. With
respect to implementation and deployment, both academic and
industrial research communities have been active in proposing
solutions to implement the NFV MANO. Table IV depicts
NFVO functionalities as presented in Section VI-A, versus
current architectural solutions. We have categorised the fol-
lowing architectural approaches:

• Specific module — there is a dedicated module for NFVO
functionality;

• Aggregate module — a subset of functionalities is aggre-
gated in a single module;

• Modified MANO — the MANO architecture is different
from the ETSI specification, therefore the functionalities
are included in different subsystems;

• Including SDN — the NVF is integrated with Software-
Defined Networking (SDN).

As follows, we will describe the table findings row by row,
presenting current architecture solutions for each NFVO func-
tionality to provide a better understanding of the different
architectural approaches.

1) Information management: The first row of Table IV
refers to information management and includes two sub-
rows to specify relationships to VNF or to NS. Some of the
information management tasks are fundamental, and hence,
transversal to any architectural approach, such as the verifica-
tion of the authenticity, integrity, and standardised mandatory
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TABLE IV
NFVO FUNCTIONALITIES VS ARCHITECTURAL SOLUTIONS

Specific module Aggregated module Modified MANO Including SDN

Information Management VNF [42], [66] [48]
NS [66] [48]

Lifecycle Management VNF [26], [48] [24] [66]
NS [26], [48] [24] [66]

Fault Management VNF [26], [48] [66]
NS

Virtual Resource Management [24] [48], [66]

Network Controller [25], [48]

information. As already stated, one of the main tasks of infor-
mation management is to collect and retrieve the information
across the NFV system and the performance status of the
different NFV elements. To this target in the existing proposals
of NFV-based architectures, the monitoring subsystem is an
important element, which is included either as a separate
module or as a part of a more general subsystem. For example,
Verizon introduced monitoring within a Service Assurance
component [48], which also performs other functions, such
as Fault Management. In the OpenBaton implementation of
MANO [26], a specific module called Monitoring Driver is in-
cluded that interacts with the Zabbix monitoring platform [42]
through a plugin. Further, AT&T proposed an architecture in
which monitoring is performed within the Data Collection,
Analytics, and Events (DCAE) subsystem [66].

2) Lifecycle management: The second row of Table IV
refers to the lifecycle management of VNF and NS. In the ar-
chitecture proposed by Verizon [48], there is a functional block
called End-to-End Orchestration (EEO) that is responsible for
lifecycle management of both VNF and NS (VNF orchestra-
tion is done by the NFVO, which in turn is a subcomponent of
the EEO). OpenBaton has specific modules that take care of
particular aspects of a the lifecycle management. Autoscaling
Engine interacts with the monitoring system to dynamically
scale VNFs in order to accommodate NS requirements.
In Open Source MANO (OSM) [24], the NFVO functionalities
are split between two elements similar to categorisation in the
ETSI specification: Resource Orchestration (RO) and Service
Orchestration (SO). Lifecyle management should be part of
the SO.
AT&T defined a Software Platform for Enhanced Control,
Orchestration, Management and Policy (ECOMP) [66]. Com-
pared to ETSI MANO, instead of NFVO, VNFM, and VIM,
there are DCAE, a VNF manager, and an Infrastructure
manager. The VNF manager and Infrastructure manager are
also composed of two components: an Orchestrator and one
or multiple Controllers. The lifecycle management is included
in the VNF manager.

3) Fault management: The third row of Table IV refers
to fault management. In NFV, fault management is based on
monitoring health and performance indicators, followed by
actions that aim to rectify the problems detected. According to
the recent specification released by the ETSI-NFV [8], failures
should be investigated and resolved without unnecessary delay,

preferably by the subsystem that has access to all necessary
information to identify the root cause of a failure, and to take
the appropriate countermeasures. This specification [8] leaves
open the possibility of performing fault management in a cen-
tralised or distributed way by stating “fault management can
be centralised or distributed, and no assumption is made here
regarding either”. For instance, the NFV fault management
flow in Annex B of [8] presents the deployment of information-
collection, fault-correlation, and fault-recovery points across
different NFV management entities (VIM, VNFM, NFVO and
EM). It represents the flexibility from the standardisation point
of view in order to implement different recovery techniques,
including global approaches where handling goes to the NFVO
or solutions via local management.

From all the available NFVO proposals, OpenBaton [26]
provides the best level of detail on failure recovery techniques
by proposing a Fault Management module that includes re-
trieving the policy contained in the different VFN and NS de-
scriptors, creating rules for detecting faults on the monitoring
system, registering triggers, and finally every time a trigger
is received, executing an action which implies the healing
of the affected parts. The architecture proposed by Verizon
[48] also proposes specific and separate fault management
module. AT&T considers failure management and healing
mechanisms as part of its modified MANO proposal ECOMP
architecture [66]. Current architecture proposes only NS fault
management, the respective subset of VNF fault management a
main focus. However, having a generic approach to guarantee
the availability of end-to-end NSs is still an open issue.

4) Virtual resource management: The last NFVO func-
tionality in the table is virtual resource management. In the
Verizon architecture, this functionality has been delegated
to the VIM. Similar to lifecycle management, OpenBaton
has specific modules that take care of particular aspects of
virtual resource management. For example, there is a module
called Network Slicing Engine, which enables the deployment
of multiple virtual NSs in parallel by managing the virtual
infrastructure resources.
In OSM, virtual resource management is part of the Resource
Orchestration. In the AT&T ECOMP, the virtual resource
management is included in the infrastructure manager.

5) Network controller: The last row of the table refers
to the network controller, which is not one of the already
presented functionalities of the NFVO, but it is an optional
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element of the NFV. The scope of the network controller is
the orchestration of connectivity between the components of
a given VNF, connectivity among various VNFs composing a
NS, and connectivity to the PNFs. In the Verizon architecture
[48], the network controller is a SDN controller. In the
proposed architecture, there are three SDN controllers that are
related to different network domains: data centre, Wide Area
Network (WAN), and wireline or wireless access network.
Open-O [25] also includes SDN orchestration as part of its
global service orchestration module, setting it up at the same
level as the NFVO module.

The specific architectural solutions selected to implement
the NFVO will have a strong influence on the dependability
of the NFV system. Based on that, in Section VII, we
will present the considerations needed for NFVO to deploy
dependable NSs, and in Section VIII, we will analyse the
dependability principles that the different architectural features
should follow, in order to produce a robust NFVO.

VII. IMPACT OF NFVO ON NS DEPENDABILITY

In this section, we discuss how NFVO could affect the
provision of a dependable NS. Firstly, we introduce the
definition of NS in the NFV. Secondly, given the NFVO
functionalities presented in the previous section, we assess the
dependency of the NS on NFVO by investigating the impact of
NFVO unavailability. Finally, referring to the presented current
architectures of NFVO, we discuss the threats that can be
present in providing a dependable NS.

A. Network Service

According to the ETSI specifications, the NS can be defined
as the subset of the end-to-end service formed by VNFs and
associated Virtual Links (VLs) instantiated on the NFVI (see
Figure 13). The procedure for providing a NS by using NFV is
similar to the one specified by the Service Function Chaining
(SFC), which is “the definition and instantiation of an ordered
set of service functions and subsequent steering of traffic
through them” [67]. In the following, we explain in detail the
composition of a NS in NFV, where SFC is a part.

The NS is composed of two graphs (see Figure 14). The
first is a Network Connection Topology (NCT) graph that
specifies the VNF nodes that compose the global service and
the connection between them using the VL concept. Each VL
is connected to a VNF through the Connection Point (CP),
which represents the VNF interface. VLs are also used to
possibly interconnect the VNFs to PNFs. The second type of
graph is the VNFFG, established on top of the NCT. The
VNFFG is composed of Network Forwarding Paths (NFPs)
that are ordered lists of CPs forming a VNF chain, also known
as Service (Function) Chain.

On providing the NS, the NVFO plays a key role: it is the
single point of access for all requests from the Operations
Support System (OSS) to simplify the interfacing; it handles
the lifecycle of NSs and VNFFGs and it has the end-to-end
view of the resources being allocated across NS and VNFs
by VNFMs (which handle VNFs lifecycle from an application
point of view) so all requests for resource allocation transit

End-to-end
service Network Service 

NFVI
  

network 
node

compute  
storage

network 
node

network 
nodenetwork 

node

compute  
storage

compute  
storage

compute  
storage

VNF 1

VNFFG

VNF 3

VNF 2

VNF 4

VNF 5
NS 
end 
point

NS 
end 
point

  

Visualisation Layer

 logical link  virtualisation physical ink

Fig. 13. Example of a Network Service as part of an end-to-end service with
VNFs and a forwarding graph [8].
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Fig. 14. Network Service with two VNFFGs with different NFP [8]

through the NFVO. Hence, handling of all services depends
directly on the NFVO, as illustrated in Figure IV-D, which
makes correct operation vital for the system. This will be
further discussed in Subsection VII-C5.

B. Dependency of NS on the NFVO

Dependability of the NFVO has not received the attention
that it deserves, in some part because it is common to argue
that if it fails, there are no downtime implications for the
deployed VNFs and NSs. This argument is only true to
some extent. This calls for a design where NFVO and the
managed targets are allocated in independent failure domains
to avoid simultaneous downtime resulting from the correlation
of failure propagation.

We want to analyse more carefully the implications of
the unavailability of NFVO. This may be estimated from
its architecture and specific functions, as indicated in Sec-
tion VI-A. The unavailability of NFVO results in the inability
of the system to perform any service or resource orchestration.
In this sense, the original argument that the absence of an
NFVO does not have downtime implications for the running
functions is partially true for some of the already established
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functions. However, it is important to be aware of the alarming
vulnerability state of the entire NFV system whenever the
NFVO becomes unavailable. In particular, the risk of not being
able of perform further services and resource orchestration can
be categorised as the inability of the system to:

• Deploy new services and features;
• React to any event that requires modifications of the

current configuration.
The severity of the first case depends on the importance and

urgency of the new services that need to be deployed. How-
ever, the second point described poses an even more serious
threat to the entire NFV system, since under normal oper-
ations, the existence of events that demand urgent reactions
may be common and frequent.

The severity of possible consequences increases rapidly with
increasing NFVO downtime. For example, a short downtime
may result in the inability of the system to scale NSs accord-
ing to changing demands, causing transient delays. Further,
local fault management may be affected considerably due to
degraded fail-over capabilities of particular subsystems, which
might increase the impact of failures on overall system per-
formance. In extreme situations related to long unavailability
periods of the NFVO, the entire NFV system would be unable
to handle an excessive load, perform service and resource
orchestration, or deal with accumulating failures effectively. In
such a case, the risk of further outages increases significantly,
which may create a domino effect with serious consequences.
Thus, the reaction capacity is a fundamental requirement that
every NFVO system should meet.

C. Dependability Threats and Challenges

In this section, we present key orchestration features that
the NFVO must have, but that may bring a series of threats
and challenges that need to be addressed in order to provide
dependable NSs.

1) Monitoring all components and system layers: The ade-
quate provisioning of NSs demands the regular monitoring of
their availability and performance in order to detect abnormal
conditions and take appropriate countermeasures. In an NFV
system, NSs may involve multiple VNFs and PNFs, which
may include several layers such as application, virtualisation,
and infrastructure. Abnormal situations, such as failure of sys-
tem components or degraded performance measures according
to the predefined KPIs, may trigger the corresponding alarms
to start a recovery procedure. In some cases, an event can trig-
ger several related alarms, due to the multiple layers and to the
complexity of the system structure, leading to an alarm storm
which consumes significant system resources and delays the
expected response. Thus, dealing with alarm storms effectively
becomes an important requirement that must be met by a well-
performing and reliable monitoring subsystem, as pointed out
in Section V. The potential solutions to this issue include
intelligent filtering of triggered events, both at the source and
on the receiver’s side, as well as aggregation of closely related
events. In particular, distributed monitoring based on a tree-
like hierarchy is one of the currently-considered approaches
(see Section V for the related discussion).

2) Failure management: An NFVO must have failure man-
agement features. The design and operation principles of an
NFV system introduce both advantages and disadvantages with
respect to the capability of the system to handle failures
of VNFs and NSs. The primary advantages are scalability
and flexibility in deploying redundant components, backup
instances, and recovery mechanisms in a cloud-like architec-
ture [68], [69]. Compared to the physical systems, recovery
actions in the cloud can benefit from the resource pooling
flexibility, increasing recovery possibilities that may improve
the efficiency of the process [35]. On the other hand, NFV
related monitoring (detection) and troubleshooting (localising
and repair) may be more complex. Querying the subsequent
system components for diagnostic data may consume a sig-
nificant amount of time, introducing additional delays before
the system can initiate replacement or repair. As NSs may
be delivered by several chained VNFs and PNFs, and the
recovery procedures are different in complexity and scope, the
recovery may either finish successfully or fail. In particular,
when the active and backup instances of a VNF reside on the
same failure domain, all stages of the recovery process must
be well designed and highly reliable, and the placement of
backup VNF instances must be well managed.

Finally, as mentioned in Section V, the existing techniques
to handle failures of NSs may be categorised with respect to
their scope as either local or global. Currently, the criteria to
decide which of the two strategies is better in a given specific
scenario are not clear, and some of the solutions are still under
study [8]. VNF developers provide mechanisms to perform
local recovery in a fast and efficient way. On the other hand,
different NFVO projects include as an integral part of their
solutions a fault management module that is able to perform
global recovery. In this context, there are four challenges that
still need to be addressed, including he following:

• Mechanisms must be provided that go beyond the fault
management of individual VNFs in order to guarantee the
availability of end-to-end NSs.

• Local recovery has been tested in environments with few
VNFs with specific and well delimited features. However,
it is still not clear how to design generic local recovery
mechanisms in complex service chains.

• A flexible architecture that enables the selection of local
or/and global recovery must be designed. In particular,
there is a need to design a hierarchy that organises the
use of the different levels of the existing techniques, so
that it is possible to use local recovery as a backup of
global recovery duties and vice versa.

• Whenever local recovery techniques are used, there must
be a guarantee that the NFVO never looses track of
the current state and location of the different resources,
VNFs, and services.

3) Management of Stateful NSs and VNFs: Some NSs
require the reliable state synchronisation of stateful VNF in-
stances. The state synchronisation is usually specific to VNFs,
and thus it must be performed internally as a part of the repair
process [35]. The state protection phase, as defined in [35],
may either involve full Virtual Machine (VM) state replication
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TABLE V
SUMMARY OF RELEVANT NFVO FEATURES THAT MAY BRING SPECIAL THREATS AND CHALLENGES

NFVO Feature Threats Challenges

Monitoring all components and layers - Alarm Storms - Efficient alarm aggregation.
- Efficient alarm correlator.

Failure Management - Inefficient and long recovery time
- Unsuccessful / Disregarded recovery.
- Inconsistencies when performing local and

global recovery.

- Guarantee fast recovery time.
- Guarantee the solution of a reported problem.
- Successful coordination of local and global re-

covery.

Management of Stateful NSs and
VNFs

- VNFs and NSs inconsistencies after recovery.
- VNFs and NSs extended downtime due to syn-

chronisation problems.

- Provide mechanisms to guarantee the correct
state synchronisation of VNFs and NSs.

- Provide support and solution in case of detecting
inconsistencies.

Interaction with heterogeneous VIMs - Incompatible and restricted VIM interaction.
- Failures in the interaction between the NFVO

and some VIM solution.

- Generic management of heterogeneous VIMs.
- Design standard VIM-interaction protocols and

plan for their efficient troubleshooting routines.

NFVO Operations Correctness - Timing failures when the NFVO respond to a
request out of time, generating inconsistencies.

- Value failures when the NFVO set the wrong
value in the NFV system.

- Create methods to anticipate, detect, diagnose,
and correct the misbehavior of the NFVO.

- Identify the cause of misbehavior and find a
solution to avoid it in future operations.

or partial state replication, whereas the state information can
be stored at VNF instances themselves or on an external unit.
Stateful NSs and VNFs represent services where each action
taken may change the state of the system and the execution
of the next command, since the current state may depend on
the output obtained previously. Given this particular situation,
those services are more difficult to manage, since in addition
to planning redundancies and recovery techniques, these NSs
and VNFs need a mechanism that guarantee consistency of
the state. In ETSI-NFV Proof of Concept (PoC) 12 [70],
a stateful SIP proxy distributed server was evaluated. The
results demonstrated high reliability of the deployed VNF by
ensuring service continuity substantiated and confirmed by the
distributed processing middleware. However, how this design
scaled for stateful NSs, which are composed of several VNFs
is still an open issue. The NFVO should take a central role
in solving this issue. Finally, having a consistent distributed
system state image may be technically feasible, but will come
with a cost of reduced performance due to the extra time
needed for synchronisation [71]. Therefore, the selected solu-
tions have to be planned according to the performance needed
and the implied speed of the consistency-guard mechanisms.

4) Interaction with heterogeneous VIMs: To be in line with
the flexibility vision of NFV, an NFVO cannot be locked
to an specific VIM. Therefore, the reference Orchestration
point Or-Vi is defined by ETSI-NFV [8]. Or-Vi is used for
information exchange between the NFVO and the VIM, and
supports functions such as resources reservation, allocation
and release, VNF software image addition/deletion/update,
and configuration and measurement related to the NFVI. The
robustness of the NSs depends on how efficient the NFVO is
in using appropriate resources. Managing heterogeneous VIMs
is challenging; it is important to (i) have a generic and stan-
dardised Or-Vi reference point to guarantee interoperability

between the NFVO and various VIM solutions, which then
allows reliable and VIM-agnostic communications, and (ii)
identify the technical differences on the potential VIMs to be
used, especially regarding performance.

5) Correctness of Orchestration operations: In Section
VII-B, we mentioned the dependency of NS on NFVO and
failures having huge impact. If the NFVO crashes (omission
failure), then the network is in a very vulnerable position, and
the NSs might be affected. However, even when the NFVO
has not crashed, it might provide incorrect responses due to a
value and/or timing failure (see failure semantics introduced
in Section III).
• Timing failures may be present, for instance, when an

alarm storm is not well handled by the NFVO. We
may assume that the time to filter and clear the alarm
storm is long, and when the reaction is executed by the
NFVO, the conditions have already changed, generating
inconsistencies. In this example the NFVO responds with
correct value, but not within the specified maximum time,
and hence the response must be disregarded.

• Value failures represent a potential threat in the NFVO,
especially due to the unavoidable existence of bugs
in software, which lead to an incorrect valued NFVO
response; e.g., the location of some infrastructure or
services may be temporally misinterpreted, leading to
wrong decisions on new deployments or modifications
on current services, resulting in serious consequences.

The need for new methods to anticipate, detect, diagnose, and
correct the potential misbehaviour of the NFVO is still an open
issue that must be addressed. In addition, identifying the cause
of misbehaviour and the mechanisms needed to prevent it are
central and critical challenges that need to be solved.

Table V summarises the NVFO features described here, and
the respective threats and challenges that result from them.
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VIII. FAULT-TOLERANT NFVO

As mentioned in Section VII-B, the unavailability of NFVO
inhibits the deployment of new services and system features
and the inability to react to several NFVO-dependent events
that require modifications or corrective actions, putting the
system in a very vulnerable state. Therefore, having a highly
dependable NFVO is an important duty. This section will
provide concepts and policies that are useful in order to better
understand how to fulfill such obligation by describing this
process in relation to platforms such as the VIM and the
SDN controller and describing principles related to designing
a reliable NFVO.

A. Fault Tolerance and Recovery in NFVO-Related Ap-
proaches

NFVOs must be robust. The general solution is having an
NFVO that can operate under the presence of any kind of
failure. For this, redundancy, fault detection, and diagnosis and
fault-tolerant mechanisms must be rigorously planned. There
are several background and best practices in related as well
as more mature technologies, such as the VIM or the SDN
Controllers, which can be used as a reference.

The basic SDN architecture depicts the controller as a
potential single point of failure [71]. Therefore, control plane
must be fault-tolerant. The straightforward solution is to
have redundant controllers that can take responsibility in
case of failures [81]–[83]. The balance between consistency
and performance is one of the most important challenges to
be considered, since the controller is a stateful and highly
dynamic system, where the network image changes constantly
with each new command. Such network images must be the
same for all controller entities. Today, it is technically possible
to have distributed and synchronised data-stores [84], [75],
[86], but it takes some time on each transaction, which may
negatively affect the performance. Therefore, it is important
there to be balance between consistency and performance.

The ONIX proposal [84] provides a list of concepts and
pillars to be considered in the implementation of a general
fault-tolerant SDN controller platform, although the solution
to some specific challenges is left open. A fault-tolerant
controller platform may be implemented by distributing the
load among separate controller units, which means that the
responsibility has to be spread over several domains [84],
[85]. This represents huge advantages in terms of redundancy
and recovery efficiency, since there are several units available
that can take responsibility immediately after a failure is
detected, and the maximum capacity (handled flows within
a time unit) of the controller as a whole is much bigger.
However, the synchronisation of the network image shared by
all controllers is more challenging. On the other hand, there
is a simpler approach known as Master-Slave, where a single
master controller is in charge of all decisions [81]–[83], and
it is supported by backup controllers having a synchronised
view of the network-image. Here, the challenge is that when
the load is managed by a single master, the maximum capacity
of the controller is constrained to lower values.

The SDN controller is a good example of a logically
centralised unit that gives directives about policies and mech-
anisms executed in the network. Another logically centralised
system that may have useful similarities with the NFVO is
the cloud computing infrastructure controller, such as Open-
Stack [87]. The cloud computing infrastructure controller is
composed by different types of nodes: controller, compute,
storage, network, and utility. Controller nodes are responsible
for running the management software services needed for
the OpenStack environment to function. Each of those node-
types need to be protected against failures. The fault tolerant
strategies depend on the state of the services, i.e., if they are
Stateless services (such as Nova, Neutron, Cinder, Glance) or
Stateful (such as MySQL, Message queues). As mentioned
in the previous section, if the controller node service is
stateless, the fault tolerant mechanisms must take care of the
deployment of multiple controller nodes with redundant HA-
Proxies [88] and auto healing properties. In case of stateful
services, it is important to provide appropriate distributed
storage mechanisms. OpenStack has two main approaches to
provide fault tolerance on the control nodes: Pacemaker [76]
and Keepalived [89]. Pacemaker is a cluster manager that
coordinates the actions of various services. It is defined
as a distributed system capable of reliably monitoring and
recovering all the OpenStack components across the entire
cluster. Pacemaker manages Virtual IPs, Load Balancers, and
Controller services in order to maximise the availability of
OpenStack APIs. Keepalived is another fault tolerant approach
optimised for Active/Active services that does not require any
inter-machine coordination. This may be advantageous since
in an active/passive approach the recovery time is usually
longer, while in active/active scenarios, all controller nodes are
running simultaneously. However, Keepalived is not supported
by all services (e.g. Cinder, Neutron-lbaas-agent, l3-agent),
and in case of network partitioning, there is the chance that
two or more nodes running Keepalived claim to hold the same
virtual IP address, which may lead to undesired behaviour.
Therefore, it is less popular than Pacemaker.

Based on the SDN controller and VIM concepts previously
presented, in the next section we will present the main princi-
ples that need to be followed in order to design a dependable
NFVO.

B. Principles to Design a Dependable NFVO

In this section, we will present a list of design principles that
need to be considered in order to have a dependable NFVO.
Based on the general considerations used in the design of
distributed systems [72]–[74], and more specifically in NFV
systems [6], [16], [28], we want to increase the awareness of
the importance of designing a dependable NFVO, by analysing
those general principles and mapping them to specific NFVO
scenarios, which is still unexplored. Table VI summarises the
relevant references concerning each of the presented princi-
ples.

1) Avoid Single Point-of-Failure: The most recognised and
fundamental principle in dependability design is to avoid
the failure of any part of the system [72]–[74], which



IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. XX, NO. YY, ZZZZZ 19

TABLE VI
SUMMARY OF RELEVANT REFERENCES FOR PRINCIPLES TO DESIGN A DEPENDABLE NFVO

Principle References

Avoid Single Point-of-Failure [6], [15], [16], [28], [72], [73] [74]

Stateless vs Stateful [71], [75], [76], [77], [78]

Consistency vs Performance [52], [71], [79], [80]

Distributed-Load vs Master/Slave [81], [82], [83], [84], [85]

Failure-Independent Domains [6], [28], [72], [73], [74]

Monitoring and Failure Detection in Controller and Orchestrator
Systems

[15], [36], [43], [44], [45], [54], [55], [75]

could cause overall operation to fail. The same principle
should be applied to the NFVO, and basically implies
that the NFVO cannot be implemented as an individual
element, but it needs to be deployed in such a robust
way that a failure does not produce the unavailability of
the orchestration functionalities. To this target, modularity
and redundancy need to be considered. The following
principles focus on different ways of achieving redun-
dancy and modularity in relation to the architectural
solutions presented in Section VI-D.

2) Stateless vs Stateful: As highlighted in Section VI-D,
the NFVO is composed of several subsystems that are
taking care of: a specific functionality (Specific mod-
ule), a subset of functionalities (Aggregate module),
functionalities that are associated to VIM or VNFM
according to ETSI (Modified MANO), or functionalities
that are integrated with other systems (Including SDN).
Those subsystems/modules may have stateless or stateful
properties, and consequently different strategies for pro-
viding dependability should be considered, as presented
in Section V-B. For instance, there are computational
operations, such as the collection of basic measure-
ments, that do not modify the state of the NFV system.
The reliability of these stateless functionalities can be
guaranteed just by providing redundant computational
instances and the mechanism to monitor and execute
the fail-over when needed. On the other hand, there are
actions like scaling in or out some VNFs or NSs. In
this case, the state of the network and the respective
NFVO catalogs of running services are modified. These
kinds of changes need to be tracked and replicated in
redundant systems that guarantee the consistency and
availability of the information about the current network
state at any time. The dependability of this kind of
stateful subsystems/modules needs the implementation of
reliable and distributed storage systems and its respective
synchronisation mechanisms in addition to the redundant
instances and fail-over mechanisms. In the literature
there are several works that attempt to designs such
mechanisms [71], [75], [76], [77], and [78]. However, as
mentioned in Section V-B, this is still an open challenge.

3) Consistency vs Performance: In the case of a stateful
NFVO subsystem/module, in order to guarantee a com-
mon view of the NFV system, dependable distributed
storage systems need to be implemented. Currently,

having a consistent distributed storage system is not a
problem [79]. However, the processes needed for syn-
chronising and having exactly the same image on all parts
take time that may affect the performance of the NFVO
system [80], e.g., the maximum number of commands
executed per time unit, or the time needed to answer
to and incoming requests. Depending on the frequency
of the operations that change the NFV system state
and the time needed for storage-image synchronisation,
an appropriate balance of consistency and performance
should be defined. In this context, it is important to have
a clear dimension of the peak load of each of the NFVO
subsystems/modules and to assess and specify a limit of
the maximum allowed performance reduction.

4) Distributed-Load vs Master/Slave: There are two different
ways to implement a redundant controlling system in
order to achieve high robustness.
In the “Distributed-Load” approach (e.g [84], [85]), the
cluster that constitutes the controlling system is composed
of different units and each unit has the responsibility
of a part of the overall system load, see Figure 15. In
this approach, the fault tolerance may be provided by
making the appropriate “load redistribution” in case of
the failure of an unit. The advantages of this approach
are the flexibility and the scalability, but since each unit
acts independently, making consistent decisions based on
a common global view is a challenge. This may pose a
perfomance bottleneck as illustrated in Figure 15(a). A
Distributed-Load approach can be implemented in two
different ways. In the first, the controlled domain (e.g.
managed targets) is divided in several pre-planned sub-
domains, and each sub-domain is controlled by a different
unit of the cluster. In this scenario, when a unit fails,
the “load redistribution” is obtained by dividing the sub-
domain belonging to the failed unit and assigning it to
adjacent units. On the other hand, a cluster configuration
can be done by using a proxy that automatically executes
the load balancing according to the current system status.
This kind of implementation demands special care since
the availability and accessibility of the proxy as such
needs to be guaranteed. For this, there are some proposals,
such as Pacemaker [76], that try to address this issue.
The “Master/Slave” is a simpler approach where a single
unit (master) is in charge of the controlling domain (e.g.
[81]–[83]). The remaining units that compose the cluster
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Fig. 15. Distributed-Load and Master/Slave approaches. Implementation
options and corresponding performance bottlenecks.

(controlling system) are passive backup entities (slaves)
with the same properties. Therefore, if the master fails,
one of the slaves can immediately take responsibility of
its functionalities. For the NFVO, the criteria for selecting
a distributed-load or a master/slave approach will depend
on the size of the domain that each of the modules need to
orchestrate and to balance performance and consistency
(as explained in the previous principle). Keeping the
consistency in a master/slave approach is easier, since
there is a single unit in charge of all the decisions. On
the other hand, that single unit may not be able to handle
all the load required when the size of the orchestrated
domain increases, as illustrated in Figure 15(b). In this
case, the use of a distributed-load approach is necessary,
but at the cost of having more elaborate mechanisms that
maintain consistency of the different autonomous parts of
the cluster.

5) Failure-Independent Domains: As argued in the previous
section, a failure in the NFVO ideally must not imply
downtime on the operating network functions and vice
versa. The traditional principle suggests that the NFVO
cannot run on the same platform it manages, but under
ideal circumstances, it should have a dedicated platform.
However, in order to fulfil dependability requirements, the
NFVO design needs to consider a wider view, by taking
into account what is defined as an independent failure
domain [72]–[74]. This demands complete physical and
logical independence with the running functions. All the
existing NFVO modules must be planned in order to avoid
the propagation of their failures into the operational NFV
functions, e.g., a crash failure in the module in charge of
the NS lifecycle management should not affect any of the
running NSs. In addition, failures external to the NFVO
(NFVI, VNF, NS, etc) should not have the capacity to
affect it, e.g., a group of alarm storms should not reduce
the performance of the NFVO below an acceptable level.

6) Monitoring and Failure Detection in Controller and Or-
chestrator Systems: Finally, in order to take advantage
of the previously presented principles, it is important to
have monitoring tools for the NFVO. As explained in
Section V, techniques used may include passive, active,
centralised, or/and distributed features. Given the poten-
tial multi-module architecture of the NFVO, an alternative
would be to include a distributed monitoring where each
of the modules check among each other in an mechanisms
similar to the used by ZooKeeper [75], complemented by
some centralised monitoring features. In addition, Sec-
tion VII-C shows the importance of having correctness on
the orchestration operations which may incorporate smart
methods that combine active and passive monitoring.
The specific techniques used to monitor the NFVO will
depend on its specific architecture, taking into account its
modularity and operation correctness.

IX. SUMMARY OF CHALLENGES

In this paper, the dependability requirements and challenges
associated with the introduction of NFV are discussed with
the main focus on orchestration. The corresponding ETSI
standards and the related work are reviewed together with
ongoing implementation efforts. In addition, specific design
considerations related to fault-tolerant NFVO are presented
and discussed. Our main observations can be summarised as
follows:
• There is currently a lack of research on how to ensure

the dependability of NFV-based services.
• While significant effort is directed towards ensuring the

dependability of the network functions themselves, little
attention is paid to the dependability of the MANO.

• Misoperation of the management system, especially the
NFVO, may have severe or catastrophic consequences
for the entire network and services it provides. Thus,
the management system should be designed to have
failure omission semantics, yet this is currently not on
the research and standardisation agenda.

• As fault tolerance and fault management in general are
’orthogonal’ to service provisioning, the mechanisms
ensuring fault tolerance in the system should be well
defined.

• NFV standardisation specifies a modular approach to
independent development and provisioning of functional
modules for NFV. Fault tolerance and fault management
should support the modular approach and coherent failure
handling simultaneously. At the same time, this might
lead to a rigid platform, making it more challenging to
embrace future resilience provisioning technologies.

• The NFVO is a critical element with respect to the
dependability that may be provided by NFV. Great care
should be taken in the fault-tolerant design of this el-
ement, and means not found in “off-the-shelf” fault-
tolerant systems should be considered.

In addition to these specific issues, it is observed that due
to flexibility and fine-grained control over resources, NFV-
based systems have the capability to withstand frequent and
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simple failures better than traditional systems. However, higher
complexity and logical centralisation of NFV-based systems
may increase the likelihood and consequences of failures of
the management system considerably. Thus, more effort should
be made to prevent and deal with failures effectively. Finally,
we expect this paper motivates the further research needed to
find specific technical solutions to the identified challenges.
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