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Abstract Surveillance systems are currently the most developedthrahassisted
living applications providing the disabled or elderly p&owith unprecedented se-
curity in theirindependentlife. This paper presents agtesf a telemedical surveil-
lance system, where graph theory is used to describe sslgeates. Patient’s states
expressed by sets of medically-derived parameters and her daily activity (a be-
havioral pattern) are represented by attributed prolsdigiljraphs with indexed and
labeled nodes. This representation provides high flegghiti a state and transient
description as well as a reliable measure of behavior darerg, which is a basis for
automatic alerting. The system is designed for the sulsjepé&rtment and supports
a localization-dependent definition of his or her usual andsual behavior. The
apartment topology is also represented in the form of a gdapérmining subject’s
pathways and states. This approach has been found veryldéléxibll aspects of
personalization, appropriate to work with the behavioraspmption set or with
the auto-adaptive artificial intelligence recognition iereg Also the patient’s state,
thanks to the semantic description may be easily extendexfined if necessary by
adding new, complementary data capture methods.

1 Introduction

Assisted living applications benefit from the wide range minfredical measure-
ments being derivatives of clinical diagnostic systems ptrsuit for simplicity of
usage and public availability of the home care equipmerioftecreases the reli-
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ability of each single measurement. As a promising remedyamntain the overall
system performance in home surveillance and alerting,imattal measurement
approaches are developed worldwide [1], [3], [4], [7]. Tipeinciple benefits from
several measurements performed simultaneously with theidifferent method-
ologies, results of which are integrated on the level of aensal semantic descrip-
tion of the patient’s status [6], [20].

Regardless of the method used, the patient’s status isntietsdt by a sorted list
of symbols representing his or her conditions, attributgdh® numeric value of
occurrence probability. At this stage, biomedical measaets are completed by
environmental variables of two kinds:

e stimuli, influencing the subject’s behavior (i.e. room ligig),
e results, being consequences of subject’s actions (i.¢estgcoordinates).

It is worth a remark that such a measurement infrastructupparts not only
passive capturing of the subject’s status, but also aatitezaction and stimulation
aimed at subject’s assessment and detection of eventsdingltemporal variability
in the multimodal surveillance of status allow us to defireliehavioral pattern as a
sequence of predefined status vectors appearing in a gislenamd complying with
specified temporal restrictions. Putting aside possilkydnd inaccuracy of values
of some status components, the subject’s behavior may heredmnd analyzed in
real time in order to detect abnormalities and to warn abossible health danger.
Such preventive analysis is highly welcome in general slianee of elderly people
living on their own, as well as in specific situations as caridg or similar.

A multimodal surveillance system providing a semantic dgsion of basic sub-
ject’s health parameters (e.g. heart rate), subject'sanand sounds is currently
under development in Biocybernetic Lab, AGH-UniversitySaience and Technol-
ogy. Its principal purpose is the recognition of abnorniediin behavioral patterns
and classification of events into one of four categories yingl further actions. The
recognition of alternate behavior is performed on the seimaescription of the
subject’s status in the context of subject’s habits. Thép & in main focus through-
out this paper.

Chapter 2 presents principles of the surveillance systeinsaacifies the sub-
ject’s state and behavior observation, chapter 3 reveals@hgbased representation
of the patient’s state and defines a distance measure betheémsual’ and 'un-
usual’ behavior. Chapter 4 includes discussion and finahrkm

2 Principles of the surveillance system

Automatic semantic summarization of human activity anedin of unusual in-
activity are useful goals for video-based systems opeagatima supportive home
environment. Learned models of a spatial context are usegnjunction with a
tracker to achieve these goals. The surveillance is odettaletect 'unusual in-
activity’ an example of which is fall detection [12], [15]als are a major health
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hazard for the elderly and a major obstacle to independéngliThe estimated in-
cidence of falls for both institutionalized and independasgrsons aged over 75 is
at least 30 percent per year [16].

Four various sources of behavioral signals are considerdde system: two
surface-recorded vital signs, video sequences and aatielepatterns. This setup
allows for the use of general-purpose consumer-grade eleds main sensors of
the subject’s behavior. The translation of the acquired ¢signal or image) to the
semantic description of the subject’s status is perforneithé dedicated software,
which may be individually tuned accordingly to the patismf environmental con-
ditions.

2.1 State and behavior observation

Health records usually provide several organ-specific rifgscs and principal
global parameters describing the whole organism in aspeptesenting it as or-
gan’s environment influencing its functionality. For delstrg a subject state, we
use a parameter-domain representation, in which the suBjeadescribed by the
set of diagnostic paramete® = {p;--- pn}, considered as the projection of his
physiological state on the modality-dependsadimensional state spa@'. The
projection is limited due to restrictions on the cobhof values available for mea-
surement and inaccurate due to measurement eggoesmd additive interferences
pon [19]. In the proposed system, the state observation compdiehe following
requisites:

e the multimodal acquisition has to provide a reliable degwn of subject’s be-
havior,

e the system infrastructure has to be feasible in home-cardittons and prefer-
ably to use only a customer-grade equipment.

The most visible and easily obtainable markers represgdaily activity in humans
are movements signals of their bodies [13]. Many previoudises proved the util-
ity of continuous round-the-clock registration of bodyaargements and motion in
behavior quantitative evaluation [9], [11]. To acquire thechanical activity of the
body, the proposed system is equipped with video [8], acaéta and angular ve-
locity sensors. Additionally, the human activity is regeted well by the response
of the human cardiovascular system to variations of phybizaens and psychical
conditions. The main parameter used for the assessmentratardiac influence is
theheart rate variability (HRV) controlled by the autonomous nervous system. Con-
tinuous monitoring the value of the cardiac rhythm is an appate background for
the support of human activity assessment [10]. The meagneaif time-domain
variability of the sinus node activation requires acqigsitof a single-lead elec-
trocardiogram, heart beat detection and exclusion of atdether than sinoatrial.
Accordingly to [22] these steps are usually directly folemhby the statistics, inter-
polation of missing intervals is performed for frequenaysthin analysis.
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The subject’s behavior is usually referenced to as charfgbe state with time.
The distinction of the typical human behavior is thus basedhe temporal syn-
chronization of the parameters’ sequences. The sequenoeltmodal state de-
scriptions is known as thieehavioral pattern (fig.1). Since the time is a distinctive
factor of behavioral patterns, first question to be answesgite designing the sys-
tem is the state sampling frequency. The resulting valuecisnapromise between
two contradictory requirements:

e technical and methodological feasibility (e.g. video systhroughput [8], nec-
essary averaging of HRV parameters [22]),

e expected temporal resolution of the system defined by thegidurof the shortest
events.

In the proposed system the value is set to 1 minute, howeigestilould be verified
by the prototype test. Patterns typical for the common huattions are easily
status domain

working

resting

walking

sleeping

\4

time

Fig. 1 Example of a behavioral pattern recorded in the morning

separable, however, regardless the acquisition and statEription accuracy, the
behavior is not directly represented by behavioral pastérhis justifies the attribute
of probability p, used in the behavior representation in the system. The mrhhv
patterns represented in the system belong to a finite ligsee. tab. 1).

2.2 Qualification of the behavior

Qualification of the behavior is made by the system autoraliyievith respect to
two factors: presumptions and heuristics. First mode re®human-designed defi-
nitions of 'usual’ and 'unusual’ actions based on the dexdienn of subject’s habits.
The latter mode involves artificial intelligence (Al) to wrd, analyze and statis-
tically process the everyday subject’'s behavior and detéether and how the
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Table 1 Examples of behavioral patterns and their acquisition reode

acquisition mode parameter represstate aspect behavioral exam-
tation ples

single-lead electrocardiogram heart rate variability ki@ad {working, resting,
sleeping

video recording image analysis posture detectiofstanding, sitting,
lying, walking}

accelerometric recording signal analysis motion classif{cesting, working,

tion walking}

recorded pattern differs from the typical performance. ghalification of the be-
havior aims at issue an output token describing the subjection as belonging
to one of the following categorie§normal, suspicious, dangerous, criticarl his
qualification is performed with consideration of varioupets of similarity be-
tween behavioral patterns:

e by the sequence pattern (subject is doing/undergoing aa agtivity not match-
ing to any 'usual’ pattern),

e by the sequence time (subject is doing/undergoing a typictity in unusual
time),

e by the response to the stimulus (subject is not performiagtition expected as
a response to the stimulus).

The subject’s premises are attributed with various fumatiities, and therefore
the behavior, is considered as 'usual’ or 'unusual’ witharegto the subject’s po-
sitioning. The example of the behavior permitted in giveoms defined in the
presumptions-based behavior qualification is present@&edlite 2.

Table 2 Presumptions on the allowed subject’s activities in pakicrooms

room type living room bedroom kitchen bathroom entrance hall
/ behavior type

working + - + + +

resting + + + - -

lying +<60min + - - -

sitting + + +<10min  +<10min -

walking + +<1min + +<1min +

As usually in case of artificial intelligence-based syst¢i$, the proposed sys-
tem has two operation modes:

e alearning phase, in which the main task is the acquisitidrebfvioral patterns
typical to each specific subject and the analysis of gerre@liesults by a super-
vising person - on this stage the abnormalities severityreogssary actions are
also defined.
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e aworking (or testing) phase, in which the system is expetttetbtect and clas-
sify specified events, and consequently to trigger a desicgdn.

Although formally separated, these operation modes maiafigioverlap: the data

acquired during the testing phase may be used for refinenfiesystem responses
and to define other factors of possible danger, which havees previously con-

sidered.

3 A graph representation of the subject’s behavior

As graphs provide an easy way to depict complex structuseslly, they are one of
the most frequently used data structures in computer sej@mgineering, design-
ing, business analysis and so on [14]. To represent objéittawumber of different

elements related in various ways hierarchical graphs dea afsed [2], [5], [18].

3.1 Definition of a subject’s state graph

A typical behavioral pattern is represented by an attridhpt@babilistic graph with
indexed and labeled nodes. Node indexes correspond taetiffbody positions
{standing, sitting, lying, walking while node labels represent types of activities
which are possible in these positions. Graph edges refresenessive changes
of the positions. Each node has a random label being a sebelsltogether with
their probabilities. The random labels reflect the diffenerobabilities of various
activities resulting from taken body positions. To eactelabset of attributes cor-
responding to the foreseen duration of activities and tonleidical measurements
specifying the person’s state is assigned. The node lapefithe proposed graph is
a modification of the way of labeling random IE graphs usedifstorted patterns
analysis [17].

Definition 3.1 An attributed probabilistic graph, calledstate graphis a five-
tupleG= (V,E, 2, ¢, a), where:

1. V is a finite, nonempty set of nodes with indices ascribed in mambiguous
way,
2. E C 2V is a set of edges such thae € E: |e| = 2,

3.
4.

2 is a finite, nonempty set of node labels,

¢: V — 2201 js a node labeling function, where each random node @bl

is a set of pairs of the forrfo, p), o0 € X, p € [0,1] is a probability of labeling a
nodev with g, such that the sum of the second elements of these pairsas equ
to 1,

. a: ¥ — 2% whereA is a set of node attributes, is a node attributing function,

which assigns finite subsets Ato node labels of .
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A state graph representing a typical behavioral pattera fyiven person located
in a living-room is shown in fig. 2. This graph is composed afrffnodes, where the
node number 1 represents standing position, the node niZrnbealking position,
while the nodes 3 and 4 represent sitting and lying positicespectively. The ele-
ments of the set of node labelark, wik, sp, rst} denote the following activities:
working, walking, sleeping and resting, respectively liadailities of these activities
are different for each node. Also the range of values foibattes (like the heart
rate, limb acceleration etc.) assigned to labels denotinigus activities can be dif-
ferent for each node. One of the attributes assigned to breédip is ts denoting the
foreseen duration of the sleep. It is assumed that the pefititis activity in the
living-room should be shorter than 60 minutes.

(wrk, 0.8)

(rst, 0.2)
ST
(wlk, 0.95) (wrk, 0.6)

(rst, 0.3)

(slp, 0.0 (slp, 0.1)
(wrk, 0.1)
)
),

rst, 0.3

(
slp, 0.6
(sl ts < 60min

Fig. 2 A state graph of a typical behavioral pattern

3.2 A graph representation of subject’s habits

As the behavioral pattern strongly depends on the room th&opeés located in,
the status of the patient who is surveyed by the home carg@egut will be rep-
resented by a hierarchical graph, where hierarchical nodesspond to rooms of
the apartment, while edges connecting them represent tessibility relation be-
tween rooms. The nodes are labeled by names reflecting thednality of rooms.
In each hierarchical node a state graph describing a betahyiattern typical for
the corresponding type of room is nested.

Let Gbe a family of state graphs describing typical behaviorékpas.

Definition 3.2 A hierarchical graph, called state-space graptis a five-tuple

H=(N,E I, ¢, n), where:

1. Nis afinite, nonempty set of hierarchical nodes,
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[ee]

E C 2V is a set of edges such thaecE: |e| =

I is a finite, nonempty set of hierarchical node labels,

. @: N— T is a hierarchical node labeling function,

n: N — G is a nesting function, which assigns a state graph to eacarhlecal
node.

agrwbd

An example of a state-space graph obtained as a result ofraingaphase,
in which typical behavioral patterns reflecting subjectbits are determined, is
shown in fig. 3a. Different state graphs are nested in hibieaitnodes representing
rooms of an apartment presented in fig. 3b. Coming out of cora@nd entering the
other according to an edge connecting hierarchical nogessenting these rooms
can be treated as coming from the node number 2 (which remsesmlking posi-
tion) of the state graph nested in one hierarchical nodegmtide number 2 of the
state graph nested in the second hierarchical node.

living-room 1

bedroom

(wik, o. ‘W’k 02)

(rst, 0.7)

(slp, OOP 0.1)
(rst, 0 2)

slp 0.8)

(wrk, 0.8)

(rst, 0.3)
(slp, 0.6)

entrance

bathroom hall kitchen 1

(wrk, 0.8)
(rst, 0.2)

(wrk, 0.8) (wrk, 0.8)

(rst, 0.2)
(rst, 0.4)

(slp, 0.1)

living-room bedroom

N

entrance

bathroom ‘ hall (

(b)

kitchen

Fig. 3 a) A state-space graph of typical behavioral patterns, &yaut of the considered apartment
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3.3 Quantifying of behavior differences

The proposed representation of behavioral patterns alisws specify the behavior
divergence as the distance between two state graphs. Theakss computed be-
tween a state graph representing the typical behavior afubgect in a given room
and a state graph corresponding to the present subjectwioelin the same room,
which is obtained at the working phase of the system. On thisludi this distance
the subject’s state is classified.

It should be noted that the distance is computed only betwserisomorphic
state graphs. As state graphs used presently are complese thie isomorphism
in this case means that both graphs have the same numberes nitth the same
indices, i.e., representing the same body positions. late siraph representing a
present behavioral pattern has more nodes than the state afra typical behavior,
the alert is triggered as it means that an unexpected bodiyguolsas been found.

Definition 3.3 Let v be a node with the indekof a state grapl®.

Let Pc ={(at, p(a}), ..., (o, p(o}))}, wherea}, j = 1,..., 1, is aj-th label of
the nodey, and p(ai) is a probability of the labetr!, be a probability distribution
of labels assigned ta.

Letvi,v; be two nodes with labels with probability distributionB,, R, respec-
tively.

;
Thedistancebetweenv; andy; is defined asd(vi,vi) = 3 [p(a™) — p(g™)|.
m=1
Definition 3.4 Let G; andG; be two isomorphic state graphs withhodes.
n
Thedistance betweerG; and G, is defined ag(Gy, G) = 5 &(V,v2), where
i=1

vl andv? denote nodes dB; andGy, respectively.

Let us consider a state grafh representing the present subject’s behavior in the
bathroom (fig. 4a). The distance between this graph and e gtaphG; repre-
senting the typical behavior in a bathroom (fig. 3a) is coragwsd(vi, v2)+ &(v3,
V3)+0(v3, v3) = 0.4+ 0+ 0 = 0.4. The distance between a state gragh(fig. 4b)
andG; is computed ag(vi, v2)+ 5(v3, v3)+3(V3, v3) = 0+ 0+ 1 = 1. The first
resultindicates that the state of the surveyed person candpécious as he/she rests
more frequently than usually. The second result is great@m¢o classify the state
as dangerous, because the subject does not perform theiaheorking activity at
all.

Classification of subject’s behavior gsormal, suspicious, dangerous, criti-
cal} is based on comparison of the current behavior divergenpeessed by the
graph distance (see def. 3.4) and the appropriate threskadbled. Even in the
presumptions-based system these values cannot be seargbivithout the ex-
perimental verification of the tolerance margins, wide ajfoto cover a range of
‘usual’ states. The thereshold values depend on sevetalac

e the subject’s action repetitiveness,
e state measurement methodology and accuracy,
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1

(wrk, 0.6)
(rst, 0.4)

(wrk, 0.8)
(rst, 0.2)

(rst, 0.5)
(slp, 0.5)

(a) (b)

Fig. 4 Two state graphs representing different behavioral pater

e subject’s localization (in some rooms unexpected statemare dangerous than
in the others),
e the current state (some states are more precisely definedtbathers).

In the Al-based surveillance system, the states selectessasl’ during the super-
vised learning phase are statistically processed in oodealtulate threshold values
providing best sensitivity and specificity of the dangemogttion. These statistics
provide subject-specific threshold valugém,|,s) in the three-dimensional context
of the measurement, localization and state.

4 Discussion

The application of the behavioral pattern analysis methagoto recognition po-
tentially dangerous events in pursued subject was preseme designed. Three
aspects of novelty are presented in this paper:

e the representation of the subject’s state as an attributdzhpilistic graph,

e the use of behavioral patterns considering the temporaicagi state changes,

e theinterpretation of the behavioral patterns in the cargésubject’s localization
which considers various functionalities of rooms in subigepartment.

The consequence of state representations using grapha stragghtforward defini-
tion of other possible states and transients between theisjustified a quantitative
measure of differences between the recorded behaviotalpaind the reference as
a graph distance. The automatic classification of record#ééims as 'usual’ or 'un-
usual’ and alerting are also based on this measure. Theseqegion of the apart-
ment topology by means of graphs, although rather convealtiovas very useful to
represent the room-specific range of expected actions.

The advantage of our approach is the unprecedented intagatmultimodal
data describing the subject and his environment in behalatterns. In the appli-
cation for assisted living, the system flexibility and higigdee of personalization
are highly desirable.



A Graph Representation of the Subject’s Time-State Space 11

Although the measurement of specific vital signs is not gesdhe integration

of data in a multimodal system provides a reliable stepwisgiag. The alerting
may then be used as a trigger of a health-oriented messagenand medication,
a nurse visit or medical intervention.

Despite of a broad representation, the available patidatrimation may be too

sparse to detect some dangerous episodes. In case the systematically misses
certain types of episodes, monitoring of other complentgrmarameters may be
included in the integrated state description. For each névjest or in presence of
false alerts, the manual review and evaluation of behalvjatierns are desirable
and the appropriate threshold values are to be tuned ingillid

5 Acknowledgment

Scientific work supported by the Polish State Committee fde&ific Research
resources in years 2009-2012 as a research project No. N AZBIE36.

References

10.
11.

. Al-Ani T.,Le BaQ.T., Monacelli E., (2007), On-line Autatic Detection of Human Activity

in Home Using Wavelet and Hidden Markov Models Scilab TaslKEEE 22nd International
Symposium on In Intelligent Control, ISIC 2007, pp. 485-490

. Drewes F., Hoffmann D., Plump D., (2002), Hierarchica@r Transformation, Journal of

Computer and System Sciences, 64, pp. 249-283,

. Eklund, J.M.; Hansen, T.R.; Sprinkle, J.; Sastry, S.080Information Technology for As-

sisted Living at Home: building a wireless infrastructuce &ssisted living, 27th Annual
International Conference of the IEEE-EMBS, pp. 3931 - 3934,

. Fayn J., et al. (2003), Towards New Integrated Infornmaéind Communication Infrastruc-

tures in E-Health. Examples from Cardiology, Computersandilogy, vol. 30, pp. 113-116,

. Grabska E.Slusarczyk G., Papiernik K., (2003), Interpretation ofeult$ represented by

hierarchical graphs, KOSYR2003, Wroclaw, pp. 287-293,

. Hristova, A. Bernardos, A.M. Casar, J.R. (2008), Contaxare services for ambient assisted

living: A case-study, First International Symposium on Apg Sciences on Biomedical and
Communication Technologies, ISABEL 08, pp.1-5,

. Jovanov E., Milenkovic A., Otto C, de Groen P.C. (2005), keless body area network of

intelligent motion sensors for computer assisted physefsbilitation, J. Neuroengineering
Rehabil, vol.2: pp.6,

. Liao WH, Yang CM., (2008), Video-based Activity and Movent Pattern Analysis in

Overnight Sleep Studies, Pattern Recognition, ICPR 2008,

. LiuT., Inoue Y., Shibata K., (2009), Development of a vedde sensor system for quantitative

gait analysis, Measurement, doi:10.1016/j.measure2@8.02.002,

Malik M., Camm A. J. (1995), Heart Rate Variability, Wit&lackwell,

Najafi B., Aminian K., Paraschiv-lonescu A., Loew F., BIaJ., Robert P., (2003), Ambu-
latory System for Human Motion Analysis Using a Kinematiax§&r: Monitoring of Daily
Physical Activity in the Elderly, IEEE Transactions on Biedical Engineering, Vol. 50, no.
6, pp. 711-723,



12

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

GrazynaSlusarczyk and Piotr Augustyniak

Nait-Charif H., Mckenna S. J. (2004), Activity summatien and fall detection in a support-
ive home environment, Proceedings of the 17th InternattiGoaference on Pattern Recog-
nition, 2004. ICPR 2004. \Vol. 4, pp. 323-326,

Rougier C, Meunier J., St-Arnaud A., Rousseau J. (20%) Detection from Human Shape
and Motion History Using Video Surveillance, 21st Intefoatl Conference on Advanced
Information Networking and Applications Workshops, AINAQZ, vol. 2, pp. 875-880,
Rozenberg G. (1997), Handbook of Graph Grammars and @amgby Graph Transforma-
tions, vol.1 Fundations, World Scientific London, 1997,

Schuldt C., Laptev |., Caputo B. (2004), Recognizing Aomctions: a local SVM approach,
Proceedings of the 17th International Conference on PaRecognition, ICPR 2004. \ol. 3,
pp. 32-36,

Sixsmith A., Johnson N. (2004), A smart sensor to detezffdlls of the elderly, IEEE In
Pervasive Computing, vol. 3, no. 2, pp. 42-47,

Skomorowski, M. (2007), Syntactic recognition of dittd patterns by means of random
graph parsing, Pattern Recognition Letters, 28, pp. 5712-58

Slusarczyk, G. (2003), Hierarchical hypergraph transédroms in engineering design, Jour-
nal of Applied Computer Science, Vol.11, pp. 67-82,

Straszecka E, Straszecka J. (2005), Interpretationenfiddl Symptoms Using Fuzzy Focal
Element, [in:] Kurzynski M, et. al. (eds.) Computer Recdigm Systems, Springer Berlin /
Heidelberg, pp. 287-293

Sun, H. De Florio, V. Gui, N. Blondia, C. (2009), Promisesl Challenges of Ambient As-
sisted Living Systems, Sixth International Conferencerdarmation Technology: New Gen-
erations, ITNG '09. pp. 1201-1207,

Tadeusiewicz R., Ogiela L. (2008) Selected cognitivegarization systems [in:] Rutkowski
L., Tadeusiewicz R., Zadeh LA., Zurada JM. (eds.) Artifidigtelligence and Soft Comput-
ing, Berlin; Heidelberg: Springer-Verlag, pp. 1127-1136,

Task Force of the ESC/ASPE. (1996), Heart rate vartgbfitandards of measurement, phys-
iological interpretation, and clinical use. European Kéaurnal, 17, 354-381.



