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POINTING ARM POSTURE RECOGNIZING
USING STEREO VISION SYSTEM

Abstract.

This paper describes an approach to real-time tiegestatic pointing arm-
postures which can be used to send position ingingto a mobile robot. This
takes place by analyzing the color image and utdizhe range image of the
scene obtained by a stereo vision system. Firsalgaithm locates the person’s
face and afterwards the arm-postures are recognitezistart as well as the end
of the pointing command have been signaled by Islgitstatic arm-postures of an
instructor who stands in front of the robot. Thateyn has been tested in tasks
consisting in selecting the targets on the laboyafloor. All image processing is
realized on-board the robot.

keywords : Color Image Processing, Vision-Based User Interfaces, Robot Vision.

1 INTRODUCTION

Arm-postures can be a very useful and compact wayphvey geometrical information
to the robot [8]. One of the most expressively gigant arm-postures is pointing towards an
object [6], [16]. Having a robot with a recognitiorterface, the user can point to the desired
spot on the floor, rather than input the locatiorwthere the robot should move. For non-

expert users it is easier to point to an objechteaploy the verbal description of its
coordinates.

The aim of this work was to build a system that esagossible realization of experiments
which consist in determining which object from amdhose lying on the floor and being in
the view of the camera the user has pointed tangigommands in front of the autonomous
mobile robot. The recognition of such commands beeen realized on the basis of template
matching techniques [15]. The centers of correlatd@timages with the manually prepared in
advance templates have been located in the areznWigation had been determined on the
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basis of eyes position. The determination of eyesition has in term been preceded by a
searching within skin-like regions for symmetridate candidates as well as candidates of
face which match suitable eyes-template. The fumalfication of face presence has been
realized using the well known eigenfaces approd@j. [The information about the relative
distance of the user’s face to the camera has atlavg to avoid search over scale parameter
in the matching procedure used &om-posture recognition. The determination of flepot
which was pointed to by user and of the mentiort®ul/a scale ratio as well as the selection
of the eyes-template size have been realized obasie of stereo vision.

The contribution of this work relies on the emplem of several visual cues and in
particular stereo with the aim to detect and taliae the face and then to recognize in real-
time static pointing arm-postures. By using theesiesystem the positions of the person’s
face and hand in the scene are determined and tised by module responsible for
determination of the direction of pointing. Sincask-positives (the robot recognizes the
command which was not given by the user) are in dn#machine communication less
desirable than false-negatives (the robot failetmgnize the hand-action), our approach rests
on reliable face detection and localization.

Human face detection plays an important role in &nmterface. Some of the best
techniques for face detection are still too comjponally expensive and cannot match the
real-time constraint using the personal computeswe have today. The eigenface approach
iIs one of the few techniques that can fulfill thealrtime requirements. However, most
eigenface-based systems work with the assumptairthie location of a face within image is
known [23]. The use of pattern matching with thdtgras being prepared manually is
reported in work [2]. Since the face size and parsitvere not known a priori the searching
has been realized on all possible sizes and lowatd the head. The system reported in [2]
takes 2 seconds on a SGI Indigo 2. A system fdrtie@ face detection and tracking on the
basis of pan-tilt-zoom controllable camera has bpessented in [21]. The face detection
takes about 0.2 seconds on a Pentium 266 MHz. 2etskin pixels are grouped into regions
and then regarded as faces if dark regions of eyehirows and mouth are detected within
these regions. Sobotkka at al. [14] showed thatamugkin color for all races are clustered in
normalized RGB space. In work [12] shape symmedrysed to verify whether it is correct
face region or not. In work [20] a robot looks fiarrk facial regions within face candidates
obtained on the basis of color. Distance to thek&d color is roughly determined by
measuring the area covered by the color in the @mAgbinary matching technique is used to
detect the face in area located above of the rgatanboundary of the detected color shirt.
The sizes of sub-images are scaled according tooth@ to person distance provided by the
sonar sensors. In work [19] a fast and adaptiverdhgn for tracking and following a person
by robot-mounted camera has been described. Aftatihg the person in front of the robot
an initial probabilistic models of the person’srsland face colors are created. The system
uses window of fixed size to adapt the face and shlor models over time and it is essential
that these windows can only contain face and stotors. In particularly, the distance
between the robot and the person must be approsiyniated. Two alternative methods for
pose analysis are used: neural networks and teenptatching. The Viterbi algorithm is
utilized to recognize motion gestures. The Persgatem [6] is capable of finding the object
pointed to by a person. The system assumes thatgoeoonly moving object in the scene.
Perseus uses independent types of informationfeature maps and disparity feature maps.
The distance between the robot and person may ramgther system [13] a behavior for a



Pointing Arm-Posture Recognizing Using Sereo Vision System

person following with an active camera mounted abpot has been presented. In that system
the head of person is located using skin colordiete in the HSV color space and color
thresholding techniques.

The organization of the paper is as follows. Caloage processing is discussed in
section 2. In section 3 the algorithm for face preg detection and face localization is
described. Arm-posture recognition is presentedseantion 4. In section 5. experimental
results are briefly overviewed. Finally, in sect®@a conclusion follows.

2 COLORIMAGE PROCESSING

Color image segmentation can be useful in many iedmns. On the basis of
segmentation results, it is possible to identifgioas of interest and desirable objects. The
problem of segmentation is not easy because of entegture, shadows, etc. If an image
contains only homogeneous color regions, clustem@ahods are sufficient to handle the
problem. In practice, natural scenes are rich bottolor and texture as well as they are under
varying lighting conditions. Therefore our approacdes color only for coarse extraction of
regions of interest and additionally utilizes tlenge information. In particular, the range
information allows us to reduce search over scalesabdect appropriate template size in
correlation procedure. Detection on the basis dthiag is an expensive operation, involving
search over the input image and over the scal@glunatching with the model. To reduce the
working area in the matching procedure utilizedarm-posture recognition we have chosen
the eyes location as the datum point. The seanchyes has been preceded by skin regions
detection.

Face color as a feature for tracking people has bsed for example in work [22]. The
advantage of such approach relies on the speetiel wresent low-cost personal computers
can extract the object of interest from color inmgéhat aspect is particularly important
considering on the one hand the limited computatigmower of on-board computer of the
mobile robot and on the other hand the necessiyook at rate of around 10 Hz.

The most common space used in computer display<a&ial cameras is the RGB color
space. Since the brightness can change rapidly wdt®t moves, most of the known color
segmentation algorithms operate using chromatiorsollhe authors of work [1] came to the
conclusion that the best space for skin color gmtation is the normalized color space. The
two-dimensional intensity-normalized chromaticitglar space is relatively robust to the
change of the illumination. But an obvious shortommis that the pure colors are unstable
and meaningless when R+G+B is small [10]. Therefotl®wing a suggestion from work
[17] we have only employed the chromatic areasnaige in further color processing.

The skin color distribution in normalized space aaflors can be represented by a
Gaussian model [22iM :(,ur, My, z), where 4, u, are the means angd is the covariance

matrix. The parameters of Gaussian model have bbtined on the basis a set training
images. Each image with user outlined regions tdr@st has undergone the color space
transformation. The aim of such an operation wasbtain a representative sample of typical
skin colors of objects and thus it was not essktdtiautline the whole face. One attraction of
bimodal normal distribution is that it can be udedgeneralize about small amounts of
training data. To extract the face candidates, gaodl was examined by Gaussian model.
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The better the pixel matches the color model, igbdr the probability and response of such
a color filter is, see fig. 1b.

Filtering on the basis of the mask whose weightsespond to the binomial coefficients
[4] was the first operation realized on acquireédges. Then the filtered RGB values were
transformed into probability ones. To shorten tkecation time the lookup table for direct
conversion from RGB to probability was utilized.

A pixel was identified as a candidate of the falcéhe corresponding probability was
above a threshold. The threshold has been set @pldov value. Because we have been
interested in coarse extraction of face candiddtes,choice of threshold did not have a
considerable influence on obtained results. Afterimage was thresholded, morphological
closing operator (dilate followed by erode) [5] waformed. The aim of such an operation
was to fill small holes and to smooth border.

Depth image (c). Closed image (d)

Our system utilizes the depth information providgdthe commercial SRI Megapixel
Stereo Head [7]. Corresponding pixels between image detected using the area-correlation
method where the correlation is used to obtain rttost correspondences between small
patches [7]. We have set up the number of dispartt 32 and thus worked with a minimal
horopter distance of 96 cm and a maximum rangelugso of 7.5 mm. Stereo depth
information that was utilized at this stage cariduend in small area correspondences between
image pairs and therefore it gives poor resultegions of little texture, see fig. 1c. However,
the depth map covering a face region is usuallysedmecause the human face is rich in
details. The person performing hand-actions hagedtabout 1.5 m in front of the robot.
Taking the depth image, we have removed from claseahe the pixels representing a
distance to the camera greater than 2.5 m, se&diglhe image prepared in such a way was
then labeled. The objective of the realization o toperation was to determine distance of
each individual scene object to the camera.

The connected component analysis was utilized tloeganeighborhood pixels into larger
regions. Connected component labeling scans anenagel-by-pixel, from top to bottom
and from left to right in order to extract pixelsdaregions which share the appropriate set of
intensity values. Each object receives a uniquel latnich can be used to distinguish regions
during further processing. In our approach the ected components algorithm works on a
binary image and is based on region identificatro®-connectivity [15]. At each point the
algorithm examines pixgl from binary image and if that pixel is set to fgmeund, it checks
its four neighbors from labeled image which haveady been processed (i.e. the neighbor to
the left of actually analyzed pixel, above it, upfedt and right). Having obtained values of
pixels, one of the following can occur:

if all four neighbors are 0, assign a new labalik®l p, else
if only one neighbor has a label, assign its labglixelp, else
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if one or more of the neighbors have two differidtels, assign t@ a label which is
smaller and update the glue table for equivalencies

Each pixel is replaced in the second pass by onbeotunique labels which had been
assigned to each region and stored in the glue talthe previous pass. The labels obtained
in such a way were then used within the depth intagi#etermine an average range of each
labeled region.

3 FACE PRESENCE DETECTION AND FACE LOCALIZATION

The matching procedure which was used for arm-pestcognition has been preceded
by face localization module. The reliable face tamahas allowed us to decrease the number
of sub-images with expected arm-postures becawsegrating area of matching procedure
was bounded to the region that surely containedtheand body of the user. Thanks to such
a datum point we had to re-center the arm-templatesative small surrounding and thus the
recognition was realized fast and reliable. Steeame gives information how distant objects
are and thus for objects of known size such aslpegpo take place in our experiments we
could set the image scale for arm-postures matching

Face detection methods can be divided into founggd23]. In knowledge-based model
techniques, the model consists of features and tbk&ition between each other is derived
from our knowledge of human faces. The relationgeatures are expressed as the sets of
rules and the verification of hypotheses on thasbaka decision tree is integrated within a
search for a face. The methods based on featuastmi approach also search for facial
features. In this approach the face candidatesxracted by maximizing search criteria. The
set of face features is assumed to be invariargrdégss of the face viewpoint, orientation.
These features can be geometric or skin colorytexbased. The approach which is based on
template matching maximizes a correlation funcoba human face template over the whole
image. Sample image window with a face appearasm@®inetimes normalized and scaled.
The template is correlated and in the point wheee dorrelation has the largest value the
hypothesis is then formulated. The appearance-bastdods operate in a multidimensional
feature space. In the methods that are based enfatgs the feature space is reduced using
principal components. The scaled query windows h& input image are projected into
classification subspace and the closer the disttamdde projected training image is, the
greater the probability that such window corresgomal the trained human face is. Our
approach to face detection relies on mixture ofléisé three techniques. After face detection
we know exact three-dimensional position of facthwespect to the camera.

The first stage of our algorithm for face localieat operates in gray images and it
searches for symmetrical face candidates. Thecaérxis of symmetry has only been
considered. Thanks to the being in disposal inféionaabout distance of the examined
candidate of face to the camera, the reflected sstmynhas been checked in windows with
dimensions covering only the face. The non-zercelpixof closed image have only been
considered as centers of windows. Next, taking ragato consideration the range
information, the eyes-template of appropriate $ias only been applied in the centers of
symmetry detected at previous stage. Templatesntiogiel human eyes have been formed
based on real face images of different persons. am@ngement of elements in sample
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template is shown in fig. 2. The gray values inl@gptemplate symbolize the regions not
considered in matching process, whereas the whideblack areas symbolize regions which

single pixel

Fig. 2 Matching template used in sear ching for eyes candidates

should be above or under the mean value, respbctiMee template was compared, pixel by
pixel, to pixel blocks recentered in the centersyhmetry. A pixel block was considered as
eyes if the number of matching pixels was gredtan ta threshold. The locations detected in
such a way were then used by the face presencetidat@rocedure that was based on the
eigenfaces algorithm.

The aim of the usage of the eigenfaces was to eedalse-positive errors of face
localization. The arm-postures have been recognizgdmatching procedure on binary
images. In the case of false-positive localizatbface, the localization of matching template
is incorrect, and thus the output value of matclpraress can reflect commands which were
not given by the user. Therefore the reliable f@etction and localization play an important
role in our algorithm of given hand-postures rectign. The reliable face detection can be
very useful in several robotic tasks [3].

The eigenfaces algorithm operates on gray imagédscalttection of training faces. We
have prepared a collection of training faces tloaistests of 64 images. While preprocessing,
the average image for this collection was compubkéskt, this image was subtracted from
each training image and placed in the matrix. Tharix was used to create the covariance
matrix. The eigenvalues and eigenvectors of sucbvariance matrix were determined. The
first 16 normalized eigenvectors, sorted by dedngasigenvalue represent subspace in which
classification at run-time phase was performed. @igenfaces are normalized eigenvectors
which are the principal components of face spackthay reflect the statistical properties of
facial appearance. The first ten eigenfaces rel@atenlr training collection are shown in fig.
3.

1]

Fig. 3 Thefirst ten eigenfaces computed from our training collection

Prior to the run-time phase the set of referencages was read and projected into the
classification subspace. In run-time the L1 distabetween these images and the projected
(and centered) image onto the subspace was computeetermine the closest match. The
size of the sub-image which has to be cropped waled according to the distance from the
robot to the person. The location of the sub-imags determined on the basis of eyes
location.

The eigenfaces method is more robust than othepl&#enmatching techniques that are
based on detection of visible local features as agetlistances between them. The algorithms
based on eigenfaces recognize only a single fapeaapnce that has been taken from a
narrow angle, most often in the frontal view. Thaué the obtained in advance localization
of face candidates, the presence of a verticafrmmdal-view face in the scene was verified in
a very fast manner.
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4 ARM-POSTURE RECOGNITION

The arm-postures that have been used by our sysiarbe divided into two categories,
l.e. signaling the start as well as the end ofgbmting command and the proper pointing
command. The recognition of the first category canthrelies on the matching templates,
see fig. 4. b, c. The area which was not considereédde matching process was marked with
suitable gray value. The body of the user andutsosinding background were marked by
white and black values, respectively. The arm asdurrounding background received gray
values that are close to white and black valuepeastively, see fig. 4. b, c. The five weights
inversely proportional to the occupied areas wesedwluring the matching process with the
mentioned templates.

The region growing is the process of grouping ashagixels or a collection of pixels
which share similar attributes into larger regi¢ds The algorithm starts with a number of
seed pixels and then from those it expands th@medby adding unassigned adjacent pixels
that satisfy a desired criterion of similarity withe seed pixels. This algorithm was applied in
our approach to extract the shirt of the user. §dexl region was located in the area below the
face where a depth compared with the depth of #oe fwas detected. The following
homogeneity criteria were used in a two-stage regrowing

Ji-TP+82+5°-25ScodH -H)<d,,  |D-D|<d, @)

whereH, S | (hue, saturation, intensity) are current valuesabr components of tested
pixel, D is depth,H, S, I, D are mean values related to the seed regihnand d, are
threshold values. The HSI criterion considers hte¢ color components and takes into
account the cylindrical nature of HS components. féasons of angular value of hue the
values belonging to the seed region have been deavento Cartesian coordinates in the
following manner:

x =codH), vy =sin(H) 2)
The average values =WZiN=;lxi andy :ﬁzit;lyi of the seed region were used in the
arctan function for computing the meaH value. After the first stage of the region growing

was finished, the average valubls S, I of the detected region were extracted and then in

the second stage the HSI criterion with obtainethis manner new seed region and reduced
to half d, value were used. The binary image which correspdodhe extracted regions of
interest is presented in fig. 4a. The binary subge containing the user’s body was scaled
before matching according to the robot to the peistance. The only disadvantage of the
HSI color space is the costly conversion from R@Brcspace. We handled this problem by
using lookup tables.

regions not consider

Fig. 4 Sample binary image used in arm-postur e recognition (a). Templates (b), (c)



B. Kwolek

Once the start command had been executed, thengperm-posture was watched for.
During the pointing phase the arm remains statif@ra short time. Once the face position
was known, the procedure responsible for determonadf direction of pointing looked for
the person’s hand, which were assumed to be lotatdgb right of the face. As with the face
detection, the position of the hand was determimedhe basis of labeled as well as depth
images. Next, the consistency checks have beeizeddb verify that face-hand relationship
which can be characterized by distances, angles,igtphysically possible. The distances of
the face and the hand to the camera that had He#aemed from the depth image as well as
positions of them allowed us to obtain directionpointing. Then a line from the person's
face center to the pointing hand was found andne ezas centered around it, starting at the
hand. We have assumed that between the start cotnamahthe pointing command the user
occupies approximately the same position. Takirgahove into consideration, we obtained
the face center on the basis of the skin-colororegvhich was situated near the detected one
during the execution of the start command, seebfig.

Fig. 5 Pointing arm-postur e recognition. Theraw input image (a).
Probability image (b). Depth image (c)

5 EXPRERIMENTAL RESULTS

We have presented an algorithm which was implendemtesystem [9] and tested in
several experiments. We have tested the algorithrthiee people. The spatial resolution of
pointing is about 20 cm and when the targets ateast 20 cm apart we can correctly tell a
two targets apart in over 90% cases. The algoritlms at 320x240 image resolution at frame
rates of 6-10 Hz on 850 MHz Pentium Il laptop whigas installed on Pioneer 2 DX mobile
robot [11].

6 CONCLUSION

We have presented a method to recognize the pgiatim-posture which can be used in
tasks including robot programming by demonstratidme recognition has been performed on
the basis of the information obtained from sterameras and the analysis of color as well as
gray images. The combination of low-level imagecpssing algorithms and of generic image
features has allowed us to recognize the pointimgnoand fast and robustly. One of the
individual particularities of the presented methbdt makes it reliable is that it utilizes the
information about the presence of the user’s fabe. depth map covering the face region is
usually dense and this together with skin-color agpchmetry information as well as eyes-
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template assorted with the depth has allowed appdy the eigenfaces method and to detect
the presence of the vertical and frontal-view faoehe scene very reliably.
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