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Abstract— The optimal way for recovering motion and struc-
ture from long image sequences is to use Sparse Bundle
Adjustment. The objective of this work was to elaborate a
method yielding good initial estimates of the pose for SBA based
pose refinement. A new approach for determining inter frame
correspondences between features is presented. It is based on
Singular Value Decomposition of weighted cross correlation
matrix of two feature sets. The weighting of potential matches
between features is realized on the basis of cross correlation
of intensity values and Gobor filter responses. The method
is robust to large motions. Corner and SIFT features were
used to compare the effectiveness of our method with Kalman
filter based tracking of features. Initial estimate of the pose is
determined with Singular Value Decomposition and quaternion
based representation of camera’s pose. The refinement of
the pose estimate is achieved using RANSAC and then SBA
on several consecutive frames at once. Experimental results
demonstrate the capability of the system to estimate visual
odometry in real-time.

I. INTRODUCTION

A considerable amount of work has been done in the area
of using vision to localize a robot. The localization of the
robot can be considered as coarse place recognition based
on color histograms for familiar locations [6], and also as
a problem of determining a set of local features allowing
recognition of specific location [24].

In this paper we deal with a promising method, referred to
as visual odometry. The goal is to provide a reliable estimate
of robot motion from visual data only [1]. The key idea
of visual odometry is estimating the motion of the robot
through tracking the visually selected landmarks by an on-
board camera. The method accumulates error over time like
dead-reckoning, but it has been proven that it provides more
accurate results [5].

The growing interest in visual odometry is due to several
reasons. Video sensors permit the mobile robot to self-
localize during performing other tasks such as people de-
tection, understanding and prediction their intentions and
actions, detecting and avoiding obstacles. At the same time, a
huge information about the environment can be captured for
exploration and map construction. Video sensors are more
flexible and less expensive than laser scanners, widespread
utilized in SLAM [4]. The problem of motion estimation is
one of the crucial issues in SLAM.

A number of visual odometry algorithms has been pro-
posed recently. The algorithms are based either on single
camera [3][1] or stereo vision [5][1]. The approaches mainly
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differ in feature matching and method applied for estimating
the camera’s motion. For example, in [3] a Kalman filter
is used for sequential estimation of the motion parameters,
based on a calibrated camera and a maintenance of salient
features in a scene. The estimates of the pose using Sparse
Bundle Adjustment usually have a smaller error variance
than Kalman filter based methods. The work [5] employs
preemptive RANSAC [23] in estimation of the visual motion,
which is followed by an iterative refinement. Matching of
the features is achieved on the basis of cross correlation
between intensities of pixels. However, such a matching can
lead to very large number of false matches, especially when
the overlap between consecutive images is small. On the
other hand, consistency of the feature correspondence has
substantial influence on errors of the estimates. When inter
frame overlap is small, false matches between features can
lead to break down of the whole system.

In most cases, correspondences between features can not
be reliably extracted using low-level image cues. Phase of
Gabor filter responses has been used in determining disparity
in a stereo pair [8]. In our work we utilize the phase
as the main cue in determining the correspondence. The
principal difference with the existing work is that we built
the correspondence using information from all features in
the images. In our approach we employ cross correlation be-
tween location of two feature sets, cross correlation between
pixel intensities and phase. Singular Value Decomposition of
combination of cross correlation matrixes allows us to deter-
mine correspondences and admits one-to-one matchings only.
The resulting algorithm outperforms existing algorithms for
inter frame feature matching, especially in case of significant
change of overlap between consecutive images. This paper
also shows the viability of our approach for estimation the
visual odometry.

The remainder of the paper is ordered as follows. First, we
briefly describe the extraction of features. Then the tracking
of features is explained in Section III. It begins with an out-
line of correspondence estimated with the usage of SVD and
proximity. Then it shows how to integrate in this method the
cross correlation between pixel intensities. Finally, it explains
how the Gabor filter responses can be utilized in reliable
matching of features. Section IV is devoted to initial pose
estimation using SVD and quaternion based representation of
camera rotation. Then we present Sparse Bundle Adjustment
based pose estimation, where our algorithm plays significant
role. In section VI we present all ingredients of our system
and report results. Finally, some conclusions follow in the
last section.



II. EXTRACTION OF FEATURES

The method for camera pose estimation presented in this
work involves three main stages: 1) feature selection, 2)
feature tracking, and 3) motion estimation. In the remainder
of this section the first stage of our method is discussed.

The algorithm operates on images acquired from a stereo
pair. A dense disparity map is generated on the basis of the
SRI algorithm [13] in order to determine the 3D coordinates
of the extracted features. The algorithm is based on area-
based matching, followed by a post-filtering. The post-
filtering utilizes a combination of a confidence filter and left-
right checking to discard patches with insufficient texture that
are the main source of false matches. Features are extracted
only in the left image. Features with no depth information
are discarded.

The Harris corner detector [14] is one of the most fre-
quently used feature detectors. It is a very stable operator and
it is able to extract the interest points of the same object’s
detail in two or more images, even when the camera was
moved between the shots. A description of algorithm and
pseudo code of detector can be found in [15]. Figure 1b
depicts corners detected in an example image.

The Scale Invariant Feature Transform (SIFT) is invariant
to translation, scaling, and rotation [16]. It is also partially
invariant to illumination variations as well as affine for 3D
projection. It selects a large number of stable features over
a large range of locations and scales.

The algorithm consists of four main stages. The first one
finds scale-space extrema using a Difference of Gausian
to extract interest points. The second stage that is called
keypoint localization aims at determining the location and
scale of each candidate point on the basis of measures of
stability. In next stage the orientation assignment takes place
and one or more orientations are assigned to each keypoint
using local gradients. In the last stage a keypoint descriptor is
generated via local gradients at the scale found in stage two.
The resulting feature descriptor contains 128 elements, which
captures the orientation information of local image region.
Figure 2c depicts location of detected features, whereas Fig.
2d illustrates orientations and scales of features.

a) b)

c) d)

Fig. 1. Depth image (a), corners (b), SIFT features (c), orientation and
scale of SIFT features (d).

III. TRACKING OF FEATURES

At the beginning of this section we outline an algorithm
proposed by Scott and Longuet-Higgins for determining cor-
responding features on the basis of Singular Value Decom-
position [7]. The section explains also how we incorporated
the cross correlation and phase based matching into this
framework.

A. Correspondence based on SVD and proximity

The correspondence problem consists in finding a pair of
pixels or features in two or more views of the scene such
that each element in the considered pair corresponds to the
same scene point. Due to combinatorial complexity and ill-
posedness, finding an acceptably good correspondence in
sequence of images is one of the hardest low-level tasks
in image analysis. The correspondence between pixels or
features is utilized in most optical flow algorithms and
stereovision-based computation of depth. Motion can be
extracted on the basis of correspondence between tempo-
rally consecutive images. Stereovision-based depth can be
extracted from images taken possibly simultaneously from
spatially arranged cameras. Area-based approaches applied
in the correspondence problem usually rely on some kind of
statistical correlation between local regions in a stereo-pair.

There are two general approaches to the feature corre-
spondence problem. In the first one the correspondences are
sought in the second image using multi-scale techniques.
In the second group of methods the features are detected
independently and then matched by some kind of relaxation.
For example, normalized cross-correlation is used in work
[1] to match features between pairs of frames. Each feature
in previous image is matched to every feature within a fixed
distance from it in the current image. Mutual consistency
check is utilized in evaluating potential matches. However,
this simple approach produces very large number of false
tracks.

To improve the performance of correlation based inter-
frame matching we propose an approach which consists in
multiplying each element of the cross correlation matrix by a
Gaussian weighted distance between features. Using such a
correspondence matrix we perform Singular Value Decom-
position (SVD) within framework that has been proposed
in [7]. In a more sophisticated version of the algorithm
we additionally take advantages of multi-scale analysis and
utilize the correspondence probability distributions. The cor-
respondence probability distributions are computed on the
basis of Gabor filters.

The method proposed in [7] first generates a pairwise
proximity matrix G between all features. Each element Gij
is a distance between two features i and j, weighted by a
Gaussian. Such a Gaussian weighted distance is computed
according to formula: Gij = e−d

2
ij/2σ

2
, where dij is Euclid-

ean distance between features i and j. Small value of σ
permits local interactions between features, whereas a larger
value can be used to achieve more global interactions. In
the next step of the algorithm the SVD of this matrix is
calculated: G = USV ′, where U and V are orthogonal



matrices and S with nonnegative diagonal elements is the
same dimension as G. The diagonal values in S are set
to 1 in the next step. Once multiplied the matrices back
together, we are given a scoring matrix P between pairwise
correspondences. This matrix has the interesting property of
selecting good pairings. The squares of elements in each
row of this matrix add to 1 [7]. This implies that a feature i
cannot be associated with more than one feature j. Similar to
cross-correlation based approach that was presented in [1],
the algorithm permits feature exclusion as only one-to-one
matchings are possible. If Pij is the greatest element in its
row and simultaneously the greatest element in its column,
then the features i and j are in correspondence [7]. The
original algorithm relies only on distances between features
and does not consider similarities between features.

B. Matching by SVD using cross-correlation and proximity

In order to embed into the algorithm the similarity between
the features we determine the elements of matrix G as
follows:

Gij = Cije
−d2

ij/2σ
2

(1)

where Cij is a factor expressing similarity between features.
It is determined on the basis of the normalized cross corre-
lation and takes values between 0 for uncorrelated patches
and 1 for indistinguishable patches. The normalized cross-
correlation between two W ×W blocks of pixel intensities
I and T is given by [15]:

Cij =

∑
{x,y}∈W (Ix+i,y+j − Ii,j)(Tx,y − T )

2W 2σIσT
+

1
2

(2)

where I and T are averages, σI and σT are the standard
deviations. Such correspondence measure is more discrimi-
native than the measure that is only based on proximity. The
SVD algorithm for feature correspondence using proximity
and cross correlation still admits one-to-one matchings only.

Figure 2a shows correspondences that were determined
between images with large overlap. The cross correlation was
calculated in windows of size 11×11. It can be observed that
in case of small change of the camera pose all matchings are
correct. If overlap between images is relatively small there
are false matches, see Fig. 2b.

a) b)

Fig. 2. Inter-frame feature matching using SVD, cross-correlation and
proximity

C. SVD based matching using proximity, cross-correlation
and phase

In work [8] Gabor filters are employed to determine
correspondence in a stereo pair. The method assumes that
corresponding points have nearly the same local phase. The
choice of Gabor filter responses is biologically motivated
since they model the response of human visual cortical cells
[12]. The main advantage of Gabor wavelets is that they
allow analysis of signals at different scales, or resolution,
and further they accommodate frequency and position simul-
taneously. Gabor filters remove most of variation in lighting
and contrast. They are also robust against small shifts and
small object deformations. The Gabor wavelet is essentially a
sinewave modulated by a Gaussian envelope. The 2-D kernel
of Gabor filter is defined in the following manner [15]:

f(x, y, θk, λ) = exp
[
−1

2

{
R2

1

σ2
x

+
R2

2

σ2
y

}]
exp

{
i
2πR1

λ

}

(3)

where R1 = xcosθk+ysinθk and R2 = −xsinθk+ycosθk,
σx and σy are the standard deviations of the Gaussian
envelope along the x and y dimensions, λ and θk are the
wavelength and orientation of the sinusoidal plane wave,
respectively. The spread of the Gaussian envelope is defined
in terms of the wavelength λ. θk is defined by θk = π(k−1)

n ,
k = 1, 2, ..., n, where n denotes the number of orientations
that are taken into account. For example, when n = 4, four
values of orientation θk are used: 0o, 45o, 90o, and 135o.

A Gabor filter response is achieved by convolving the filter
kernel given by (3) with an image. The response of the filter
for sampling point (x, y) is defined as follows:

g(x, y, θk, λ) = (4)
N−x−1∑

u=−(N−x)

N−y−1∑

v=−(N−y)

I(x+ u, y + v)f(u, v, θk, λ)

where I(x, y) denotes a N ×N grayscale image.
In this work four different orientations and four different

wavelengths have been utilized. The Gabor filter responses
were used to locally measure the phase. In contrast to work
[8] we are not interested in determining the highest score for
the features being in the correspondence, but in determining
a weighting factor to express degree of similarity between
potential matches. Such a weighting factor should provide
more discriminative power for (1) and reflect the appropriate
probabilities as the cross-correlation can do. The simplest
way to achieve this goal is to use a Gabor filter with orien-
tation θ and scale λ to extract the phase φθ,λ of features i and
j and then to compare the considered features according to:
exp (− | φθ,λ(i)− φθ,λ(j) |). Using the phase of all filters
we obtain the following correspondence measure:

Gij = c
∏

θ,λ

exp (− | φθ,λ(i)− φθ,λ(j) |) (5)

where c is a normalization constant ensuring that Gij varies
between 0 and 1.



Figure 3 demonstrates some phase-based matching results.
Figure 3a shows a feature from Fig. 1 that has been matched
falsely using SVD based matching built on proximity and
correlation. Figure 3c depicts correspondence probability
between the marked feature and pixels from Fig. 3b. It
illustrates the Gabor wavelet’s capability to match features if
camera rotates substantially. It should be noted that in most
our experiments the probability distribution was something
less discriminative.

a) b) c)

Fig. 3. Matching using Gabor filter responses. Feature that undergoes
matching (a), image for matching (b), probability image of the correspon-
dence between the marked feature and the image in the middle (c)

Figure 4 illustrates sample results that were obtained
in SVD-based matching using proximity, cross correlation
and responses of Gabor filter. An improved matching per-
formance can be observed considering algorithm that was
discussed in previous section, see also Fig. 2.

a) b)

Fig. 4. SVD-based inter-frame feature matching using proximity, cross
correlation and Gabor filter responses. Features in previous image (a),
features in current image with inter-frame correspondences (b)

IV. ESTIMATION OF POSE OF STEREO HEAD USING
INTER-FRAME CORRESPONDENCE AND QUATERNIONS

Estimating the rigid motion transformation between two
3D point clusters is a fundamental problem in visual odom-
etry as well as in 3D scene reconstruction. In our approach
the position of features in 3D is determined using a calibrated
stereo camera. The triangulated 3D locations are affected by
errors along the line of sight. The noise increases with the
distance between the considered locations of features and the
stereo camera. The SVD algorithm built on quaternion based
representation of the rotation, which we utilize in this work in
determining the rough pose of the camera, can produce pose
estimates with a significant bias. This can take place even
when a large amount of features is in disposal. The method
can yield optimal estimates when the 3D measurements are
only affected by i.i.d noise. Therefore, we utilize this method
to determine rough estimates of the camera pose for Sparse

Bundle Adjustment based method. The quaternions were
introduced by Horn in [17]. A rigid motion estimator based
on Singular Value Decomposition of the cross-correlation
matrix of the two data sets was proposed in work [2].
The method first eliminates the translation component by
centering the data about the mean values and next estimates
the rotation matrix R̂. When the rotation matrix is determined
the translation t̂ is calculated.

Assume that we have in disposal n noise-free and
matched 3D measurements U = {u1, u2, ..., un} and V =
{v1, v2, ..., vn}. These ideal values satisfy the rigid motion
constraint vi = Ru + t, where R is the 3 × 3 rotation
matrix and t is the translation vector. The rotation can be
parameterized by quaternions q = [q0, q1, q2, q3]T , which
are four dimensional unit vectors. The rotation can then be
estimated on the basis of the eigenvector corresponding to
smallest eigenvalue of the following cross-correlation matrix:

M =
n∑

i=1

ZTi Zi. (6)

where the matrix Zi is computed according to the following
formula:

Zi =



ṽ1i − ũ1i 0 −ṽ3i − ũ3i ṽ2i + ũ2i

ṽ2i − ũ2i ṽ3i + ũ3i 0 −ṽ1i − ũ1i

ṽ3i − ũ3i −ṽ2i − ũ2i −ṽ1i + ũ1i 0




and ũi = ui−ũ, ṽi = vi−ṽ, ũ = 1
n

∑n
i=1 ũi, ṽ = 1

n

∑n
i=1 ṽi.

The estimate of rotation R̂ is calculated on the basis of the
following equation:

R̂ =



r11 r12 r13

r21 r22 r23

r31 r32 r33


 (7)

where r11 = q2
0 + q2

1 − q2
2 − q2

3 , r12 = 2(q1q2 − q0q3)
r13 = 2(q1q3 + q0q2), r21 = 2(q2q1 + q0q3), r22 = q2

0 −
q2
1 + q2

2 − q2
3 , r23 = 2(q2q3 − q0q1), r31 = 2(q3q1 − q0q2),

r32 = 2(q3q2 + q0q1), and r33 = q2
0 − q2

1 − q2
2 + q2

3 .
Finally, the estimate of translation t̂ is computed in the fol-
lowing manner: t̂ = ṽ − R̂ũ.

The correspondence algorithm we utilize in pose estima-
tion can sporadically generate mismatches. Least squares
methods use as many data points as possible to increase
the influence of outliers. The RANSAC (RANdom SAmple
Consensus) algorithm [9] in contrast starts with as little
amount of data as possible to fit a model and increases
the subset of points during operation. All points that are
consistent with the model are called inliers, whereas the
non-consistent points are discarded. In our approach we start
the RANSAC with stable features that had been successfully
tracked in the last frames and in several iterations we discard
wrong tracks. The number of POSIT iterations to find the
true model parameters with desired probability is determined
on the basis of work [21]. In order to further reduce the
pose error we employ Sparse Bundle Adjustment on resulting
inlier points of several consecutive frames at once.



V. POSE ESTIMATION USING SPARSE BUNDLE
ADJUSTMENT

The optimal way for recovering motion and structure from
long sequences is to use sparse Bundle Adjustment [10].
Bundle Adjustment is a non-linear optimization problem that
is solved through iterative non-linear least square methods.
It can be utilized at a refining stage of estimation and
the algorithm requires a good initial estimate of the pose.
This algorithm has been chosen for our experiments with
camera’s pose estimation because the estimates of the pose
usually have a smaller error variance than Kalman filter
based methods. When successive images are dominated by
short tracks between features the global optimization process,
can degenerate and trap in local minima. The work [10]
demonstrates also that the usage of triplets of images rather
than pairs improves robustness. Recently an efficient solution
to the BA problem has been proposed in [11].

Consider a set of n points Xj in 3D world coordinates
is observed from of m cameras with projection matrices Pi.
Let xij = PiXj be a projection of the i-th point on the
image j. Bundle adjustment refines a set of initial projection
matrices Pi and coordinates Xj that most accurately predict
the locations of the observed n points in the m images.
The optimization problem involves simultaneous refinement
of the 3D structure and viewing parameters (i.e. camera’s
pose and possibly intrinsic camera’s parameters) and aims
to obtain a reconstruction that is optimal under certain
assumptions regarding the noise belonging to the image
features. The method finds the set of parameters so that the
following squared reprojection error takes a minimal value:

min
Pi,Xj

n∑

i=1

m∑

j=1

d (PiXj , xij)
2 (8)

where d(x, y) represents the Euclidean distance between
image points x and y. Such cost function guarantees that
the estimated camera motions are consistent with each other
in the sequence utilized in optimization. The optimization
problem is over a large dimensional space. But the unknown
3D point structures are independent from each other. This
results in a sparse structure of the Jacobian of the objective
function. Very great savings of computational time can be
achieved by taking the advantages of sparseness in optimiza-
tion process. However, such algorithm is quite complex. The
implementation [18] that has been elaborated quite recently
takes the advantages of sparseness and enables solving huge
optimization problems within seconds on a typical PC. It
exploits sparseness by utilizing a tailored sparse variant of
the Levenberg-Marquardt algorithm.

In our experiments the camera’s pose is parameterized by
quaternions. The number of parameters expressing a single
camera pose is equal to 7. That means that for a sequence
consisting of three images, where each contains 16 features,
the total number of parameters to be estimated is equal to
69. A typical computation time on 2.4 GHz P IV for such a
sequence of images is 0.07 sec., which makes this algorithm
very useful for time-critical applications for pose estimation.

VI. EXPERIMENTS

To test the proposed method of feature tracking we per-
formed various experiments on real images. We compared
our method with Lucas-Kanade algorithm for computation
of optical flow in pyramids [19], see Fig. 5. The algorithm
finds the flow with sub-pixel accuracy. However, as we can
observe, even in case of relatively large overlap between
images the algorithm can calculate false matches.

a) b) c)

Fig. 5. Corner tracking using Lucas-Kanade optical flow, frame #2 (a),
frame #3 (b), frame #4 (c).

In second test we compared our method with Kalman-
based feature tracking, see Fig. 6. Through this sequence we
want to highlight the behavior of the Kalman-based tracking
algorithm in case of relatively large overlap between images.
In depicted sequence the tracking starts from frame #1 and
the subsequent frames are processed next. However, our
experiment findings show that this method also calculates
false tracks. This was observed when it started from frame
#1 and then processed every third (or even every other)
frame of sequence from Fig. 2. This method is not able
to perform tracking of features in case of small overlaps
between images, compared to Fig. 2 and Fig. 4. It should
be noted that computation burden of this method is quite a
large because for each tracked corner we add every candidate
corner to the list of possible matches.

a) b) c)

Fig. 6. Kalman filter based corner tracking on the basis of successive
images, frame #2 (a), frame #4 (b), frame #7 (c) from the sequence.

The confidence measure that the candidate corner corre-
sponds to the tracked corner is built on: (i) scaled differences
between gradient vectors at the tracked and candidate loca-
tions, scaled by the standard deviation of the gradient, (ii)
difference between the predicted corner location (on the basis
of a linear motion model) and the candidate corner location,
scaled by the standard deviation in position, (iii) cross
correlation between pixel values. The standard deviation
is utilized to express the reliability of the measure and is
extracted from the covariance matrix of the Kalman filter.

In the next stage we verified the features that were
extracted through corner and SIFT detectors. Experiments
demonstrated that the larger the number of features, the better
is the pose estimate, in general. But they demonstrated also



that the number of consecutive frames, in which the same
feature has been extracted, is very important factor. Exper-
iments on several image sequences demonstrated that each
corner was visible in 4-5 frames on average, whereas each
SIFT feature was visible in only 3-4 frames. Using images
from previous sections the SIFT features are computed in
about 0.94 sec, whereas corners are extracted in 0.04 sec.

Several tests were performed in order to verify the effec-
tiveness of the pose estimation. The system determines initial
orientation of a robot using algorithm termed Pose from
Orthography and Scaling with ITerations (POSIT) [20]. By
approximating perspective projection with weak-perspective
projection POSIT determines a camera pose estimate from
a given image. The system assumes at this stage that the
environment is piecewise planar. For hallway dominated
scenes or home rooms this is a reasonable assumption. The
mentioned algorithm works on the basis of data provided
by a plane extractor, which utilizes simple image processing
techniques and depth information. Next using feature pairs
from two consecutive images we determine the initial pose
change. The algorithm that was described in Section IV is
utilized at this stage. Assuming the system should work with
the frame rate of 3.5 Hz, SBA processes features from 3-
5 images depending on image complexity and the number
of extracted features. In the next time stamp we calculate
the initial pose for SBA using a linear combination of
data obtained by method described in Section IV and the
previous SBA’s result. The accuracy of the pose estimation
was examined on L-shaped path of 2× 8 m in a typical
hallway. The end pose deviation from ground-truth was 0.29
m on average. The pose in work [22] was estimated with
similar accuracy but our method runs in real time.

The algorithms have been implemented with VC++, and
all experiments were conducted on a laptop equipped with
2.4 GHz Pentium IV processor and 1 MB RAM memory.
The resulting system runs in near real-time on the laptop
installed on the robot Pioneer 2DX with a Videre Design
stereo head. The system processes images of size 320×240.
The Gabor filter response is computed in about 0.12 sec. The
system runs at rates about 3.5 Hz using a configuration of
the software with corner extraction and SBA processing the
features from 3-5 images.

VII. CONCLUSIONS

We presented a new method for determining inter frame
correspondence between features. The method is based on
Singular Value Decomposition of the cross correlation matrix
of two feature sets, which is weighted on the basis of
cross correlation and Gabor filter responses. Compared to
correlation based feature matching that was used in recent
algorithms for determining odometry using only visual input,
our method is far more suitable in such tasks. Experiments
indicate also that our method for correspondence determining
leads to more precise pose estimation with less computation
time. This is achieved thanks to reduced number of wrong
matches between features. This fact significantly contributes
to the efficiency of the whole algorithm for camera’s pose

estimation. At the refinement stage of pose estimation the
Sparse Bundle Adjustment algorithm is used. We demon-
strated that in case of good initial estimates the SBA can be
executed in real-time. In order to reduce the error through
processing features from up to 10 frames at once by SBA,
the Gabor filter will be re-implemented to run on GPU.
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