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Abstract: This paper describes an approach to real-timectlag static pointing arm-postures which can
be used to send position instructions to a mobibet. This takes place by analyzing the color image
utilizing the range image of the scene obtained Isgereo vision system. First the algorithm locébes
person’s face and afterwards the arm-postureseamgnized. The start as well as the end of thetipgin
command have been signaled by suitable static astupes of an instructor who stands in front of the
robot. The system has been tested in tasks comsistiselecting the targets on the laboratory fl@dr

image processing is realized on-board the robot.

1. Introduction

Arm-postures can be a very useful and compact wagohvey geometrical information to the
robot [10]. One of the most expressively significanm-postures is pointing towards an object [8],
[18]. Having a robot with a recognition interfacke user can point to the desired spot on the floor
rather than input the location to where the rotwtdd move. For non-expert users it is easier intpo

to an object than employ the verbal descriptioitsotoordinates.
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The aim of this work was to build a system that ezagossible realization of experiments which
consist in determining which object from among thbsng on the floor and being in the view of the
camera the user has pointed to, giving commandsoimt of the autonomous mobile robot. The
recognition of such commands has been realizedherbasis of template matching techniques [17].
The centers of correlated sub-images with the nignpaepared in advance templates have been
located in the area which location had been detexthion the basis of eyes position. The
determination of eyes position has in term beewquted by a searching within skin-like regions for
symmetrical face candidates as well as candiddtésce which match suitable eyes-template. The
final verification of face presence has been redliasing the well known eigenfaces approach [20].
The information about the relative distance of tiser’'s face to the camera has allowed us to avoid
search over scale parameter in the matching proeedsed for arm-posture recognition. The
determination of floor spot which was pointed touser and of the mentioned above scale ratio as

well as the selection of the eyes-template size leen realized on the basis of stereo vision.

The contribution of this work relies on the emplamh of several visual cues and in particular
stereo with the aim to detect and to localize #mefand then to recognize in real-time static paint
arm-postures. By using the stereo system the posiof the person’s face and hand in the scene are
determined and used then by module responsiblédimrmination of the direction of pointing. Since
false-positives (the robot recognizes the commahithvwas not given by the user) are in human-
machine communication less desirable than falsetnexs (the robot fails to recognize the hand-

action), our approach rests on reliable face deteeind localization.

Human face detection plays an important role in &umterface. Some of the best techniques for
face detection are still too computationally expesmsnd cannot match the real-time constraint using
the personal computers that we have today. Thakige approach is one of the few techniques that
can fulfill the real-time requirements. However, sheeigenface-based systems work with the
assumption that the location of a face within imagknown [25]. The use of pattern matching with
the patterns being prepared manually is reportedbonk [3]. Since the face size and position were no

known a priori the searching has been realizedllopoasible sizes and locations of the head. The



system reported in [3] takes 2 seconds on a SGgdnd. A system for real-time face detection and
tracking on the basis of pan-tilt-zoom controllaltemera has been presented in [23]. The face
detection takes about 0.2 seconds on a PentiumMi®s Detected skin pixels are grouped into
regions and then regarded as faces if dark regbeyes, eyebrows and mouth are detected within
these regions. Sobotkka at al. [16] showed thatdmuskin color for all races are clustered in
normalized RGB space. In work [14] shape symmestiysied to verify whether it is correct face region
or not. In work [22] a robot looks for dark faciggions within face candidates obtained on thesbasi
of color. Distance to the tracked color is rougbtermined by measuring the area covered by the
color in the image. A binary matching techniquesed to detect the face in area located aboveeof th
rectangular boundary of the detected color shine $izes of sub-images are scaled according to the
robot to person distance provided by the sonarosenB work [21] a fast and adaptive algorithm for
tracking and following a person by robot-mountedneea has been described. After locating the
person in front of the robot an initial probabilistnodels of the person’s shirt and face colors are
created. The system uses window of fixed size &phitthe face and shirt color models over time and i
is essential that these windows can only contaie fand shirt colors. In particularly, the distance
between the robot and the person must be approadynfiked. Two alternative methods for pose
analysis are used: neural networks and templatehimat The Viterbi algorithm is utilized to
recognize motion gestures. The Perseus systens [@pable of finding the object pointed to by a
person. The system assumes that people is onlyngaidject in the scene. Perseus uses independent
types of information e.g. feature maps and dispéeiature maps. The distance between the robot and
person may vary. In other system [15] a behaviordoperson following with an active camera
mounted on robot has been presented. In that sytsterhead of person is located using skin color

detection in the HSV color space and color threfihgltechniques.

The organization of the paper is as follows. Catoage processing is discussed in section 2. In
section 3 the algorithm for face presence detedimth face localization is described. Arm-posture
recognition is presented in section 4. In secti@xperimental results are briefly overviewed. Hinal

in section 6 a conclusion follows.



2. Color Image Processing

Color image segmentation can be useful in manyiegmns. On the basis of segmentation
results, it is possible to identify regions of m&st and desirable objects. The problem of segrtienta
is not easy because of image texture, shadows|feat. image contains only homogeneous color
regions, clustering methods are sufficient to hartde problem. In practice, natural scenes are rich
both in color and texture as well as they are undeying lighting conditions. Therefore our approac
uses color only for coarse extraction of regionsirderest and additionally utilizes the range
information. In particular, the range informatiofloas us to reduce search over scale or select
appropriate template size in the correlation pracedDetection on the basis of matching is an
expensive operation, involving search over the tinmage and over the scale during matching with
the model. To reduce the working area in the matchrocedure utilized in arm-posture recognition
we have chosen the eyes location as the datum. ddiatsearch for eyes has been preceded by skin

regions detection.

Face color as a feature for tracking people has hesed for example in work [24]. The
advantage of such approach relies on the speediahwresent low-cost personal computers can
extract the object of interest from color imagebafTaspect is particularly important considering on
the one hand the limited computational power oboard computer of the mobile robot and on the

other hand the necessity of work at rate of ardLhéiz.

The most common space used in computer displaysC&idl cameras is the RGB color space.
Since the brightness can change rapidly when rofmtes, most of the known color segmentation
algorithms operate using chromatic colors. The @wstlof work [1] came to the conclusion that the
best space for skin color representation is thenatized color space. The two-dimensional intensity-
normalized chromaticity color space is relativebpust to the change of the illumination. But an
obvious shortcoming is that the pure colors ardalmhs and meaningless when R+G+B is small [12].
Therefore following a suggestion from work [19] wave only employed the chromatic areas of

image in further color processing.



The skin color distribution in normalized spacecolors can be represented by a Gaussian model

[24] M =(,ur, Uy Z), where 4, 4, are the means anl is the covariance matrix. The parameters

of Gaussian model have been obtained on the baset &aining images. Each image with user
outlined regions of interest has the color spaaesfiormation. The aim of such an operation was to
obtain a representative sample of typical skin rotif objects and thus it was not essential torautl
the whole face. One attraction of bimodal normatribution is that it can be used to generalizeuabo
small amounts of training data. To extract the femedidates, each pixel was examined by Gaussian
model. The better the pixel matches the color mdtiel higher the probability and response of such a

color filter is, see fig. 1b.

Filtering on the basis of the mask whose weightsespond to the binomial coefficients [5] was
the first operation realized on acquired imagesnrthe filtered RGB values were transformed into
probability ones. To shorten the execution time ldokup table for direct conversion from RGB to

probability was utilized.

A pixel was identified as a candidate of the facthé corresponding probability was above a
threshold. The threshold has been set up to a bluev Because we have been interested in coarse
extraction of face candidates, the choice of thokkHid not have a considerable influence on olethin
results. After an image was thresholded, morphobligilosing operator (dilate followed by erode) [7]

was performed. The aim of such an operation w&$ small holes and to smooth border.

Figure 1. Face candidates extraction. Raw cologer(a). Probability image (b).
Depth image (c). Closed image (d)

Our system utilizes the depth information providedthe commercial SRl Megapixel Stereo
Head [9]. Corresponding pixels between images atectkd using the area-correlation method where
the correlation is used to obtain the most corredpoces between small patches [9]. We have set up

the number of disparities to 32 and thus worked witminimal horopter distance of 96 cm and a



maximum range resolution of 7.5 mm. Stereo defdibrimation that was utilized at this stage can be
found in small area correspondences between imaige gnd therefore it gives poor results in regions
of little texture, see fig. 1c. However, the depthp covering a face region is usually dense because
the human face is rich in details. The person perifoy hand-actions has stayed about 1.5 m in front
of the robot. Taking the depth image, we have rexddvom closed image the pixels representing a
distance to the camera greater than 2.5 m, seddigThe image prepared in such a way was then
labeled. The objective of the realization of thigemation was to determine distance of each indatidu

scene object to the camera.

The connected component analysis was utilized tleegaeighborhood pixels into larger regions.
Connected component labeling scans an image, pixeixel, from top to bottom and from left to
right in order to extract pixels and regions whsatfare the appropriate set of intensity values. Each
object receives a unique label which can be usatistinguish regions during further processing. In
our approach the connected components algorithrksnam the binary image and is based on region
identification in 8-connectivity [17]. At each poithe algorithm examines pixplfrom binary image
and if that pixel is set to foreground, it checks four neighbors from labeled image which have
already been processed (i.e. the neighbor to theflactually analyzed pixel, above it, upper lafid
right). Having obtained values of pixels, one @ following can occur:

if all four neighbors are 0, assign a new labglit@l p, else

if only one neighbor has a label, assign its labglixel p, else

if one or more of the neighbors have two differdaiels, assign tp a label which is smaller and

update the glue table for equivalencies.

Each pixel is replaced in the second pass by otieeofinique labels which had been assigned to
each region and stored in the glue table in theipus pass. The labels obtained in such a way were

then used within the depth image to determine anc@e range of each labeled region.



3. Face Presence Detection and Face Localization

The matching procedure which was used for arm-pesecognition has been preceded by face
localization module. The reliable face location lallswed us to decrease the number of sub-images
with expected arm-postures because the operatigy @ matching procedure was bounded to the
region that surely contained the arm and body efuger. Thanks to such a datum point we had to re-
center the arm-templates in relative small surreum@nd thus the recognition was realized fast and
reliable. Stereo range gives information how distarjects are and thus for objects of known size
such as people who take place in our experimentcowdd set the image scale for arm-postures

matching.

Face detection methods can be divided into foumumgo[25]. In knowledge-based model
techniques, the model consists of features and thkition between each other is derived from our
knowledge of human faces. The relations of featunes expressed as the sets of rules and the
verification of hypotheses on the basis of a denisiee is integrated within a search for a fadee T
methods based on feature-invariant approach aklulséor facial features. In this approach the face
candidates are extracted by maximizing searchriexitdhe set of face features is assumed to be
invariant regardless of the face viewpoint, oriota These features can be geometric or skin color
(texture) based. The approach which is based opl&enmatching maximizes a correlation function
of a human face template over the whole image. 8aimpage window with a face appearance is
sometimes normalized and scaled. The templateislated and in the point where the correlation has
the largest value the hypothesis is then formulaidee appearance-based methods operate in a
multidimensional feature space. In the methods #natbased on eigenfaces the feature space is
reduced using principal components. The scaledyquigrdows of the input image are projected into
classification subspace and the closer the distemtlee projected training image is, the greater th
probability that such window corresponds to thineed human face is. Our approach to face detection
relies on mixture of the last three techniqueseAface detection we know exact three-dimensional

position of face with respect to the camera.



In face authentication system based on eigenfappsoach, a symmetry measurement as a
preprocessing step helps in discarding face catefidaegions that do not need to be considered
reducing in the consequence the detection time.fif$testage of our algorithm for face localization
operates in gray images and it searches for syrnwakface candidates. The vertical axis of symmetry
has only been considered. A symmetry measuremesgidban the correlation coefficient has been
used to locate the center lines of face candidates.non-zero pixels of closed image have only been
considered as centers of windows in which the symyrteas been measured. Our measurement of
symmetry has been based on the correlation betweesgion covered by the left half of the
rectangular window and its reflection with respedits vertical center line:

symrow][ col] :iz i i(l [row+i][col - j] - I_)* (I [row+i][col + j] - I_) ()
o

i=—N j=1

where| is the mean value over the area being correlatdaais the standard deviation over the area
being correlated. Thanks to the being in dispogarmation about distance of the examined candidate
of face to the camera, the reflected symmetry heen lchecked in windows about sizes needed to

cover only the face region. The sizes K of the rectangular window have been taken propaatito

bounding box of the face at specific location. Toerelation coefficient of value near one mean#$ hig
symmetry while values minus one stand for anti-stmym The location of the axis of symmetry has
been obtained by searching for the symmetry peéksonelation coefficients within each row

segment of the identical label, see fig. 2.

Figure 2. Symmetrical face candidates extraction
Next, taking again into consideration the rangerimiation, the eyes-template of appropriate size
has only been applied in the centers of symmetigotied at previous stage. Among the miscellaneous
facial features eyes are the most suitable fomesitbn of head pose. Most approaches to eyes

localization are template based [2]. The templaaéching is a pattern matching technique that allows



us to search for a pattern in an image. A searckakzed by assigning a match score to each pixel,
based on how closely the model matches the regmmd that pixel over which template is defined.
The basic principle of template matching involvesedting objects in an image where a high degree
of correlation exists between a specified tempdaued regions of interest in the image. The normdlize

cross-correlation between eyes candidate and téengda be computed as [6]:

1 N . o . N -
(ZN+1)(2K+1){i§”;<(l[row+|][col+J] M[N+I][K+J])} * M o

cor[row][col] = g

where (2N +1) * (2K +1) is the number of pixels in the model, is the image against which the

pattern is being matchedV is the model,i is the mean value over the area being correlave

the mean value of the template, is the standard deviation of in the region under template and
oy Is the standard deviation of the template. Sudioraelation-based technique assumes that all
pixels of a facial image are equally important.

Templates that model human eyes have been formselddban real face images of different
persons. To speed-up the matching process we hiizediadditionally the binary templates which
had been constructed on the basis of gray templates arrangement of elements in sample binary

template is shown in fig. 3. The gray values inliggptemplate symbolize the regions not considered

single pixel

Figure 3. Matching template used in searching yesecandidates
in matching process, whereas the white and blaesasymbolize regions which should be above or
under the mean value, respectively. The template ceapared, pixel by pixel, to gray pixel blocks
recentered in the centers of symmetry. By usinghinary template the pixels marked as the gray
values have been omitted in the correlation. Nextyder to determine whether the correlation ghhi
enough to indicate the match, we compared the otpizels of the gray image that were inside the
template against the mean value of the region thighrelation to the binary values indicated in the

corresponding entry of the binary template, andhthecording to the results of the comparison



updated the correlation values in (2) or not. Byngisa number of thresholds some pixels with
intensities compared to mean value have not beended in the correlation. A pixel block was
considered as eyes if the matching score was gritate an acceptance level. The locations detected
in such a way were then used by the face preseatectibn procedure that was based on the

eigenfaces algorithm.

The aim of the usage of the eigenfaces was to eethlse-positive errors of face localization.
The arm-postures have been recognized by matchotggure on binary images. In the case of false-
positive localization of face, the localization wfatching template is incorrect, and thus the output
value of matching process can reflect commands whiere not given by the user. Therefore the
reliable face detection and localization play apadnant role in our algorithm of given hand-posture

recognition. The reliable face detection can bg wseful in several robotic tasks [4].

The eigenfaces are normalized eigenvectors wheehhar principal components of face space and
they reflect the statistical properties of facippaarance. The eigenfaces algorithm operates gn gra

images and collection of training faces. We hawepgred a collection of training facés,l",,..I",

that consists ofM =64 images. While preprocessing, the average imagehisr collection was

computed asy :ﬁzihilri . Next, this image was subtracted from each traiimimgge and a new set

of vectors @, =T, —W¥ has been created. However, since the number ofaitee images is much

smaller than the dimension of face space, therg exists M —1 nontrivial eigenvectors with the

remaining ones associated with zero or negativene@ues. A common theorem in linear algebra
states that the eigenvalues AA" and AT A are the same. Furthermore, the eigenvector8AJf are
the same as the eigenvectorsAJfA multiplied by the matrixA and normalized. If we consid¥f to

be the eigenvectors of matrixA™ A, then (ATA)V, =AV,, where A are the eigenvalues,
A(ATA) V. = A(AV,), which means(AAT)(AV.) = A (AV, )and AV, then are the eigenvectors of
AAT . The matrix A=[D,,D,,.., D, ] was used to create the covariance matAkA. The

eigenvalued/, and eigenvectorg, of such a covariance matrix were determined. Thereiectors of



AAT have been computed &k = AV, =Z:11VLCDK , wherei = 1..,M -1 and v, is thekth element

of V; . The first ten eigenfaces related to our trairgotiection are shown in fig. 4.

Figure 4. The first ten eigenfaces computed fromti@ining collection

SinceU;'U; = 1 thenU] AATU, = 4, and 4, = 3UT S o, 01U, =2 3 (U7, [ UTo,).

Thus eigenvalué represents the variance of the representativalfanage along the axis described
by eigenvectori. The first M'= 16 normalized eigenvectors, sorted by decreasingneaee

represent subspace in which classification at ime-phase was performed.

Prior to the run-time phase the set of referenagias was read and projected into the classification

subspace. A face imag€é can be projected onto eigenvectors usimg=U, (F-¥ , where

k=1..,M". The weights form a vectoR" =[w,,w,,.....,, Which describes the contribution of

each eigenspace in representing the input imageuritime the L1 distance between these vectors
and the projected (and centered) image onto thepsge was computed to determine the closest
match. The size of the sub-image which has to bppad was scaled according to the distance from
the robot to the person. The location of the subgenwas determined on the basis of eyes location.
The eigenfaces method is more robust than otheplégenmatching techniques that are based on
detection of visible local features as well as atises between them. The algorithms based on
eigenfaces recognize only a single face appeartnatehas been taken from a narrow angle, most
often in the frontal view. Thanks to the obtainedadvance localization of face candidates, the

presence of a vertical and frontal-view face ingbene was verified in a very fast manner.

4. Arm-Posture Recognition
The arm-postures that have been used by our syséeimbe divided into two categories, i.e.
signaling the start as well as the end of the paintommand and the proper pointing command. The

recognition of the first category command reliestiom matching templates, see fig. 5. b, ¢. The area



which was not considered in the matching process marked with suitable gray value. The body of
the user and its surrounding background were mabkedhite and black values, respectively. The
arm and its surrounding background received grdyegathat are close to white and black values,
respectively, see fig. 5. b, c. The five weighteeirsely proportional to the occupied areas werel use

during the matching process with the mentioned tatap.

arm

regions not consider

Figure 5. Sample binary image used in arm-poseregnition (a). Templates (b), (c)

The region growing is the process of grouping aslia@ixels or a collection of pixels which
share similar attributes into larger regions [MeTalgorithm starts with a number of seed pixeld an
then from those it expands the regions by addingssigned adjacent pixels that satisfy a desired
criterion of similarity with the seed pixels. Thaggorithm was applied in our approach to extraet th
shirt of the user. The seed region was locatetieratea below the face where a depth compared with
the depth of the face was detected. The followinghdigeneity criteria were used in a two-stage

region growing

Ji-TP+s°+8%-2ScodH -H)<d,,  |[D-D|<d, (3)

whereH, S | (hue, saturation, intensity) are current valuesalbr components of tested pixél,is
depth, H, S, I, D are mean values related to the seed regiprand d,, are threshold values. The

HSI criterion considers all three color componearid takes into account the cylindrical nature of HS
components. For reasons of angular value of huedhees belonging to the seed region have been

converted into Cartesian coordinates in the folfaymnanner:
x =codH), v, =sin(H) (4)
_ -1 _ -1 : .
The average valueX :ﬁz:\io X and y = il\io y; of the seed region were used in the

arctan function for computing the meahl value. After the first stage of the region growings



finished, the average valudd, §, | of the detected region were extracted and thetheénsecond

stage the HSI criterion with obtained in this mannew seed region and reduced to h@jf value

were used. The binary image which correspondsd@itracted regions of interest is presented in fig
5a. The binary sub-image containing the user's bedg scaled before matching according to the
robot to the person distance. The only disadvantdgbe HSI color space is the costly conversion

from RGB color space. We handled this problem byggibokup tables.

Once the start command had been executed, thempatm-posture was watched for. During
the pointing phase the arm remains stationary f&hat time. Once the face position was known, the
procedure responsible for determination of directd pointing looked for the person’s hand, which
were assumed to be located to the right of the fasavith the face detection, the position of tlaadh
was determined on the basis of labeled as wellegshdmages. Next, the consistency checks have
been realized to verify that face-hand relationshifpch can be characterized by distances, angles,
etc., is physically possible. The distances offtloe and the hand to the camera that had beemedtai
from the depth image as well as positions of thlowad us to obtain direction of pointing. Then a
line from the person'‘s face center to the pointiagd was found and a cone was centered around it,
starting at the hand. We have assumed that bettheestart command and the pointing command the
user occupies approximately the same position.rifatie above into consideration, we obtained the
face center on the basis of the skin-color regidviciv was situated near the detected one during the

execution of the start command, see fig. 6.

Figure 6. Pointing arm-posture recognition. The naput image (a).
Probability image (b). Depth image (c)



5. Experimental Results
We have presented an algorithm to recognize thatipgiarm-posture which was implemented in
system [11] and tested in several experiments. Ale Hested the algorithm on three people. The
spatial resolution of pointing is about 20 cm anldew the targets are at least 20 cm apart we can
correctly tell a two targets apart in over 90% sa3éne algorithm runs at 320x240 image resolution a
frame rates of 6-10 Hz on 850 MHz Pentium Il Igptehich was installed on Pioneer 2 DX mobile

robot [13].

6. Conclusion

We have presented a method to recognize the pgiatim-posture which can be used in tasks
including robot programming by demonstration. Theagnition has been performed on the basis of
the information obtained from stereo cameras aedatialysis of color as well as gray images. The
combination of low-level image processing algorithamd of generic image features has allowed us to
recognize the pointing command fast and robustlge @f the individual particularities of the
presented method that makes it reliable is thatilizes the information about the presence of the
user’s face. The depth map covering the face reigiasually dense and this together with skin-color
and symmetry information as well as eyes-templaseed with the depth has allowed us to apply the
eigenfaces method and to detect the presence ofetiieal and frontal-view faces in the scene very
reliably. The face detection method consists ofr feignificant stages: skin-like regions detection,
labeling, searching for symmetrical face candidared template matching, and the eigenfaces method.
First, the color image is converted into binary gmaof skin-likelihood regions. The binary image is
afterwards morphologically processed in order tppre it more suitable for the next stage of image
processing, that is labeling. The objective of lamloeis to determine the distance of each individua
object to the camera. The search for symmetry idiexpto all the skin candidate regions in the bina
image with the purpose of avoiding correlating fimmtal views with frontal eyes-templates. The
template matching stage generally outputs a sipgdition of eyes. Finally, the eigenfaces technigue

used to decide whether the locations supplied mpkate matching stage belong in fact to face class,



and it attempts to reject false detection that rnaye passed through the template matching or the
symmetry search. The face detection method is dadt has a considerable degree of tolerance to
luminance, color and face expression. By discardihg two/three most significant principal

components, the performance of the face detectiothé presence of lighting variation has been

improved.
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Rozpoznawanie gestu wskazgrego w oparciu
0 analizg¢ obrazow z systemu stereowizyjnego

Streszczenie

Artykut prezentuje algorytm do rozpoznawania gegskazupcego, ktéry mee by szczegdlnie
uzyteczny do wskazywania robotowi mobilnemu obiektZainteresowania. Do rozpoznania pofece
sygnalizowanych przez operatora wykorzystano metodyizy i rozpoznawania obrazéw kolorowych
powiazane z analigobrazow stereowizyjnych. W fazie wphej algorytmu dokonywana jest detekcja
i lokalizacja twarzy. Pocgek i koniec gestu wskazigego sygnalizowaneaza pomog stosownych
gestéw wykonywanych ramieniem operatora. Systentowesio w zadaniach polegaych na
wskazywaniu i wybieraniu obiektu zainteresowaniagpy obiektow leacych na podtodze.

Przetwarzanie i analiza obrazéw odbywarsa komputerze poktadowym robota mobilnego.



