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Abstract The paper presents a vehicle logo recognition system based
on novel combination of tensor based feature extraction and ensemble of tensor
subspace classifiers. Each originally two-dimensional vehicle logotype is trans-
formed to a three-dimensional feature tensor applying the extended structural
tensor method. All such exemplary logo-tensors which correspond to a sin-
gle class are stacked to form a 4D logo-class-tensor. Decomposing each 4D
logo-class-tensor into the orthogonal tensor subspace allows classification of
unknown logotypes. The proposed system allows reliable vehicle logo recog-
nition in real conditions as shown by experiments.

Keywords: Vehicle Logo Recognition, Tensor Subspace Classification, Ex-
tended Structural Tensor, Higher Order Singular Value Decom-
position.

§1 Introduction
Automatic vehicle identification is an important topic in traffic surveil-

lance and security monitoring. Of special interest is reliable recognition of the
license plate as well as type of a vehicle. Thus, recognition of a vehicle brand
and model has found broad interest.18,19) In this respect, many of the reported
systems focus on the appearance based approaches which require high computa-
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tional load. However, recognition of vehicle logos is an alternative way of deter-
mining vehicle type. The problem of reliable logotype recognition was addressed
in many scientific works and their overview is provided in the next section.

In our work, we propose a novel vehicle logo recognition method based
on multilinear tensor processing, as well as employing ensemble of classifiers. A
special attention of this paper is paid to the vehicle logo classification system,
which extends the classification method proposed in our previous work.6) The
main assumptions, as well as modifications and improvements in respect to the
previous version of the system are presented as follows. In the proposed sys-
tem, the vehicle logo areas are fed to the ensemble of classifiers in which all
the individual classifiers operate within the tensor orthogonal subspaces, as will
be described. These are obtained from the Prototype Pattern Tensors (PPT)
created from the Extended Structural Tensor (EST) of the geometrically de-
formed training exemplar prototypes. Each such PPT is then decomposed with
the Higher-Order Singular Value Decomposition (HOSVD) method. Transfor-
mation of the EST into PPT form, which is then used to build the individual
classifiers, is the main contribution of this paper. The proposed method shows
high accuracy and reliable operation over variety of patterns and viewpoints.

The rest of the paper is organized as follows. Section 2 outlines related
works in the area of the vehicle logo recognition. Section 3 contains description
of the method. Specifically, Section 3.1 introduces the general structure of the
proposed system and provides description of the main building blocks. Section
3.2 presents feature extraction based on the computation of the Extended Struc-
tural Tensor. Section 3.3 deals with construction of the base classifiers. Section
4 presents experimental results. The last part concludes the paper.

§2 Overview of Related Works on Vehicle Logo Recognition
Car logo recognition falls into one of the interesting problems of computer

vision and found also interest in the pattern recognition community. This may
be viewed as an auxiliary problem to the license plates recognition, as well as to
determination of a car type, which finds application to road traffic and parking
surveillance. In this section, we briefly outline recent works devoted only to the
car logo recognition.

Petrovic and Cootes18) propose a system in which edge gradient with a
refined matching algorithm is used. However, the results are sensitive to view-
point change as well as plane rotation. On the other hand, Dai et al. propose
the Tchebichef statistical moments for the purpose of vehicle-logo recognition.7)

However, these methods are very sensitive to noise and geometrical distortions.
In the work by Ki and Baik, vehicle classification with neural network

is proposed.10) The other system, proposed by Sulehria and Zhang, is based on
the mathematical morphology methods.23) However, both of them have many
limitations and can operate with only few brands of vehicle logos.

Other published methods rely on object recognition with sparse feature
detection. Psyllos et al. propose a system which is based on the SIFT descrip-
tors.19) However, its computation load is high, whereas the method is not free
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from illumination and viewpoint variations, as well as it depends on many pa-
rameters.

Based on the literature survey, we propose a vehicle logo recognition sys-
tem which operates in tensor domain. Despite high dimensionality of the input
data, responses of the system allow its highly accurate and real-time operations,
as will be discussed.

§3 Tensor-Based Vehicle Logo Recognition Method

3.1 General Structure of the System
The general scheme of the proposed system is presented in Fig. 1, which

follows the chain of processing modules. The front end consists of two detectors.
The first one detects the license places based on their characteristic textures.
For this purpose, the structural tensor is used, as described in 6). Based on the
position of a license plate, potential logo candidate areas are chosen. These are
also selected using the criteria of highly textured area of specific size, related to
the license plate size. We noticed that for majority of standard car models and
arrangements, this strategy succeeds. However, there are models in which logo is
not in the region estimated by this simple model or there are other car elements,
such as the grille, lights, etc., which can be confused for logo region. All this
means that the detection module provides many potential logo positions, which
frequently are incorrect. Thus, there is another important processing step which
does precise logo classification. Contrary to the preceding detection module,
it is trained with the real prototype exemplars, which leads to more accurate
classification, as will be discussed.

Fig. 1 Architecture of the System for Vehicle Logo Recognition. The process-
ing flow includes license plate detection, vehicle logo areas detection,
and finally logo classification.

However, despite the fact that vehicle logotypes are quite simple for hu-
man recognition, their classification poses a challenge for computer vision meth-
ods. This is mostly due to their great variations in shape, scale, and viewpoint,
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as well as other factors such as motion blur, small resolution, noise, etc. In
the previous version of our system, we used a tensor based classifier, which was
trained with single exemplars of each of the logotypes. The tensor approach in-
herently accounts for multidimensional nature of the classified patterns, whereas
majority of the “classical” approaches operates in the 1D vector space. In this
case, the patterns are two-dimensional monochrome images and their classifica-
tion was based exclusively on the intensity signal.

Fig. 2 Structure of the ensemble of ensemble modules presented in Fig. 1.
Each set of prototype patterns for a given logotype is processed by
an ensemble of 4D tensor classifiers built from all prototypes but only
one logotype.

The classification module of the proposed systems was greatly extended.
Its overall view is depicted in Fig. 2, while details of the single ensemble module
for one logotype are shown in Fig. 3.

Firstly, we use many exemplar patterns for each logotype (Fig. 3). These
are some logo cropped from the well visible images. Secondly, to account for
geometrical deformations present in real images, each of the exemplar patterns
is geometrically deformed. In this version of the system, these are only new
rotated patterns in the range +/−18◦ with step of 2◦. Thus, a greatly enhanced
training set of 2D image patterns is obtained. However, to make the method
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more resistant to luminance variations and noise, we use more information than
only the intensity signal. For this purpose, during the third step, each such
generated image pattern is processed by the already mentioned EST. In result,
each pixel of the 2D logo image is endowed with a 3x3 symmetrical matrix (a
tensor). Thus, from a single 2D image a 4D tensor is obtained. We simplify
this representation since the EST are symmetrical. Thus, finally we deal with
3D tensors. Next, all these 3D representations obtained from different training
prototypes but of a single logo type, for instance Toyota, are stacked to form a
final 4D tensor of deformed prototypes. Finally, this tensor is decomposed with
the HOSVD algorithm to form orthogonal sub-space used for subsequent pattern
classification. What is interesting, contrary to the classical orthogonal vector
space,24) the base “vectors” are not 1D vectors - these are multidimensional
tensors (3D in our case). Combination of the EST preprocessing and application
of HOSVD to build the orthogonal sub-spaces with 3D tensor bases, constitutes
the main novelty of this work. Interestingly enough, although the described
process seems to be memory and time demanding, training can be done in few
minutes, while system response achieves more than 30 logo classifications per
second in software implementation.

Fig. 3 Architecture of one the ensemble of 4D tensor classifiers presented in
Fig. 2 built from all prototypes of only one logotype. Each prototype
serves to generate a number of its geometrically deformed versions.
Each such prototype is processed by the extended structural tensor
which produces a 3D tensor. All 3D tensor prototypes are then com-
posed into a 4D tensor which after the HOSVD decomposition creates
a subspace with orthogonal tensor bases.

Let us notice, that the classifier operates as an ensemble of classifiers, as
shown in Fig. 2. Such ensembles find broad interest in scientific society due to
their superior accuracy as compared with systems based on a single classifier,
as well as their fast operation and flexibility in many applications.12,13,29) Also
in the presented system, operation and response of the ensemble are accurate,
as will be shown. Also, the whole structure can be easily updated depending on
a number of available logo prototypes. Last but not least, the operation of the
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ensemble can be easily parallelized, as well as implemented in GPU, to speed up
its response.

The role of the combination rule is to compute a single answer of the whole
ensemble, given partial responses of each of the individuals. For this purpose,
there are many algorithms proposed in the literature, which depend on a type of a
response - discrete or continuous - given by the individual classifiers.29) It is worth
noticing that our system is a kind of an ensemble of classifier ensembles. Let’s call
them lower and upper ensemble, respectively. The HOSVD algorithm, used by
the each individual classifier, responds with a continuous value in the range from
0 to 1, as will be described. On both levels of combination rule, the maximum
value (Winner Takes All) strategy is used. It is fast in computation and shows
good results in practice. However, an additional mechanism of measuring ratio
of the first-best to the second-best is also implemented. We noticed that if their
ration is substantially high (in our experiments > 3%), then the answer is more
reliable. It comes at a cost of omitting some “unsure” logos. In other words,
this rises accuracy at a cost of un-classified (left) patterns, however.

3.2 Feature Extraction for Vehicle Logo Classification
Intensity signal provides important information on logo contents. How-

ever, classification based on intensity values sometimes fails due to signal varia-
tions and noise. Therefore, more discriminative features can be obtained com-
puting signal derivatives which are then averaged in local areas in the image. In
this section, we outline this procedure, describing the formation and computa-
tion of the Extended Structural Tensor.

Let us denote a 2D image with I. The structural tensor T can be com-
puted at a point p0 and considering its compact nearest neighborhood R(p0) in
I, in accordance with the following Equation (1)

T(p0) = GR(p0)

(
DDT

)
. (1)

In the above, GR(p0) (·) denotes an averaging operator in the region R, centered
at a point p0. On the other hand, the vector D denotes an image gradient which
is computed at each point p ∈ R(p0). In the simple approaches, GR(p0) (·) is
realized as a discrete binomial or Gaussian filter.3,8) Nevertheless, more precise
computations require GR(p0) (·) to be an anisotropic filter, as will be discussed
later in this paper. Computation of the gradient D at a point p of I, is done as
follows

D(p) =
[

∂̂

∂x
I(p)

∂̂

∂y
I(p)

]T

=
[
Ix(p) Iy(p)

]T
, (2)

where Ix(p) and Iy(p) are discrete spatial derivatives of I at a point p, in the
x and y directions, respectively. From (1), it is easy to observe that T(p0) is
a symmetric positive 2D matrix. Its elements describe averaged values of the
gradient components in a neighborhood around the point p0. Thanks to this, the
structural tensor T contains information on signal changes not only at a single
point p0, but also in its closest neighborhood. The structural tensor T can be
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also seen as a measure of a concordance of orientations of local gradients in R.8)

Let us also notice, that since T is computed at each point p of I, then each
T(p) conveys information on overlapping regions around each point p. Thanks
to this property, T contains information on image texture and local curvature.
However, to provide even more discriminative information on image content, the
structural tensor can be further augmented with color information, as will be
described. Now, inserting (2) into (1), T can be expressed as follows

T = GR

([
IxIx IxIy

IyIx IyIy

])
=

[
Txx Txy

Tyx Tyy

]
. (3)

In (3), to keep it simple, the point p was omitted. As alluded to previously, the
averaging operation, performed by the filter GR, is over a set of points in the
neighborhood R.

As already discussed, the structural tensor T in (3) provides rich informa-
tion on signal changes in local patches in a 2D image. However, in many tasks,
it is useful to use color information and image changes together. An extension,
which unifies components of the structural tensor and intensity/color values,
was proposed by Luis-Garćıa et al.25) Their approach was used for image seg-
mentation based on optimization of the energy functional. For this purpose, the
two-dimensional gradient vector D in (2) is extended to form a three-dimensional
vector E. It is defined as follows

ET (P) =
[
DT (p) I(p)

]T
=

[
Ix Iy I

]T
. (4)

Now, inserting (4) into (1) and substituting E for D, the nonlinear extended
structural tensor (EST) is obtained, as follows

TE = GR

(
EET

)
= GR







I2
x IxIx IxI

IyIx I2
y IyI

IxI IyI I2





 . (5)

Thus, the EST contains averaged components of the products of gradient,
as well as mixed products of the gradient components and intensity. These form
well discriminative features for object detection and classification, as will be
discussed.

Figure 4 shows process of computation of the TE at one pixel location.
However, TE expresses information contained in that point and its closest neigh-
borhood. Thanks to this, TE conveys more discriminative information than bare
intensity signal.

Figure 5 depicts components of the Extended Structural Tensor computed
from the monochrome version of one logo.

When computing the structural tensor, as well as its extended version
EST, very important thing is choice of the averaging operator GR. In the simple
implementation, a fast binomial or Gaussian filters can be used with proper
scale. However, both these are isotropic filters which do not follow local topology
of the filtered regions. To remedy this, a nonlinear anisotropic approach was
proposed in 2). In the presented system we also follow this way and use a
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Fig. 4 Illustration of computation of the Extended Structural Tensor in com-
pact local regions around each pixel position. The operation converts
a 2D image into a 4D tensor since each pixel becomes a 2D matrix by
itself.

Fig. 5 Components of the Extended Structural Tensor computed from the
monochrome version of the logo.

nonlinear anisotropic filter. In the original formulation of the anisotropic filter,
proposed by Perona and Malik, to filter an image I, the nonlinear heat equation
is employed, as follows27)

∂tI(x, y, t) = div (c (‖∇I(x, y, t)‖) · ∇I(x, y, t)) . (6)

In the above, c is a nonlinear control function with its argument being a module
of the gradient of the filtered signal. The role of the function c is to stop
smoothing in directions of large gradients. Thanks to this, the smearing effect
at the edge boundaries is avoided. There are many variants of the function c
proposed in literature. In our system, the following control function is used28)

c(x) =





1
2

(
1− x2/σ2

)2
, |x| ≤ σ

0, |x| > σ
. (7)
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It is called the Tukey bi-weight function and shows good results in many image
filtering tasks which require untouched strong signals to preserve local features.
The scale parameter σ in (7) is chosen as a so called robust scale. It is computed
in accordance with the following formula

σ = K ·MAD(∇I) = K ·med (‖∇I −med (‖∇I‖) ‖) , (8)

where MAD denotes for the median absolute deviation, and med is a median.
MAD conveys a value of statistical dispersion. It tells how large a random vari-
able can be before considering it as an outlier. Using median is more robust to
outliers detection than, for example, relying on the mean and the standard vari-
ation. In our case, that is in the anisotropic filtering, the robust scale measures
a deviation of the intensity gradient. The constant K denotes a scale factor
which assures that MAD is a consistent estimator; Also, its value depends on
the distribution of a random variable. It can be shown that for this purpose
K = 1/Q(0.75), where Q(0.75) stands for the 0.75 quantile of the underlying
distribution.9) In the commonly assumed case of the zero-mean normal distri-
bution with unit variance, this leads to K = 1/QN (0.75) ≈ 1.4826, where QN

denotes the quantile function for the normal distribution.16)

However, a downside of the anisotropic image filtering is the iterative
computation of (6). This results in longer computation and is not easy to be
parallelized. Nevertheless, in our serial software framework, 10-20 iterations
were always sufficient.

Last but not least, for proper operation, the EST needs to be normalized
before being put to the classifiers. The normalization is done by computation
of the square root of each of the EST matrices. Since these are always positive
definite, this operation is possible for all EST. Details, as well as code examples
of these procedures, are presented in 4).

3.3 Construction of the Tensor Classifiers
The task of vehicle logo classification is to decide if an observed part

of an image is a valid logo and, if so, what class it represents. There are many
classification methods whose choice is determined by various factors. From these,
the accuracy and respond time are the most important once, however, the type
and dimensionality of the input data play an important role as well. Taking
all these under consideration, and based on our previous experience, the multi-
linear tensor classifier was chosen. The main idea consists of gathering two
dimensional samples of the prototype logos which are then stacked to form a
3D tensor. Then, this prototype tensor is decomposed to obtain the subspace
suitable for classification. In consequence, an unknown pattern is classified by
checking a distance of its projection onto tensor spanned subspace. To build
the aforementioned subspace, the Higher-Order Singular Value Decomposition
(HOSVD) can be used.1,11,14) In effect, the orthogonal tensor bases are obtained,
which are then used for pattern recognition in a similar way to the standard
PCA based classifiers.24) Let us recall, that the HOSVD allows decomposition
of any P -dimensional tensor T ∈ RN1×N2×...Nm×...Nn×...NP to the following
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representation14,15)

T = Z ×1 S1 ×2 S2 . . .×P SP . (9)

The matrices Sk of size Nk ×Nk are unitary matrices, and
T ∈ RN1×N2×...Nm×...Nn×...NP is a core tensor. For pattern recognition task,
one of the very useful properties of the core tensor Z is its all-orthogonality.
That is, for all its two subtensors Znk=a and Znk=b, and for all possible values
of k for which a 6= b, the following holds

Znk=a ·Znk=b = 0 (10)

An algorithm for computation of the HOSVD is based on successive com-
putations of the SVD decomposition of the matrices actually being the flattened
versions of the tensor T .4) The algorithm requires a number of the SVD com-
putations which are equal to the valence of the tensor. The complete C++
code for its computation is described in 4), and may be downloaded from the
accompanying Internet site.

Further, thanks to the commutative properties of the k-mode tensor multi-
plication,22) the following sum can be constructed for each mode matrix Si in (9),

T =
NP∑

h=1

T h ×P sh
P , (11)

where the tensors

T h = Z ×1 S1 ×2 S2 . . .×P−1 SP−1 (12)

create the orthogonal tensors basis. The vectors sh
P are just columns of the

unitary matrix SP . Because each T h is of dimension P -1 then ×P in (11)
represents an outer product, which is a product of two tensors of dimensions
P -1 and 1. Moreover, due to the mentioned all-orthogonality property (10) of
the core tensor Z in (12), T h are also orthogonal. Thanks to this, they span
and orthogonal subspace which is used for pattern classification, as described,

T ×P SP = Z ×1 S1 ×2 S2 . . .×P−1 SP−1 = T h. (13)

Let us now observe that, thanks to the commutative properties of the
k-mode multiplication, for each mode matrix Si in (9), the following sum can
be constructed

T =
NP∑

h=1

T h ×4 sh
4 . (14)

Further, it can be shown that tensors

T h = Z ×1 S1 ×2 S2 ×3 S3, (15)

in (11) constitute the basis tensors and sh
P are columns of the unitary matrix

SP . Thus, they form an orthogonal basis which spans a subspace. This property
is used to construct a HOSVD based classifier.4,5,22) However, in this case, they
are 3D tensors, as shown. This constitutes a novelty of the proposed method.
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Fig. 6 Orthogonal tensor subspace of a 4D prototype pattern tensor in Fig. 3.
Decomposition allows representation of a 4D prototype pattern tensor
as a sum of products of the 3D base tensors and the mode vectors. The
base tensors span an orthonormal subspace which is used for pattern
recognition.5)

In the tensor subspace, pattern recognition consists of computing a dis-
tance of a test pattern Px to its projections onto each of the spaces spanned
by the set of the bases T h in (12). As shown by Savas and Eldén, this can be
written as the following minimization problem22)

min
i,ci

h

∥∥∥∥∥Px −
H∑

h=1

ci
hT i

h

∥∥∥∥∥

2

︸ ︷︷ ︸
Qi

. (16)

In the above, the scalars ci
h are unknown coordinates of Px in the subspace

spanned by T i
h. The value of H ≤ NP controls a number of chosen dominating

components.
It can be shown that to minimize (16), the following value needs to be

maximized

ρ̂i =
H∑

h=1

〈
T̂ i

h, P̂x

〉2

. (17)

Thanks to the above, the HOSVD classifier returns a class i for which its ρi from
(17) is the largest, as follows

arg max
i

[ρ̂(i)] =
H∑

h=1

〈
T̂ i

h, P̂x

〉2

. (18)

The C++ implementation of the above classification algorithm is discussed in 4).
Finally, for two tensors S,T , their inner product, as computed in (17), is defined
as follows

〈S,T 〉 = S · T =
K1∑

k1=1

K2∑

k2=1

. . .

KC∑

kC=1

sk1k2...kC
tk1k2...kC

. (19)
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It is easy to notice, that it is a sum of all possible products of pairs of compo-
nents with the same indices and the result is a single real scalar value. Also,
computation of (18)-(19) is very simple and can be easily parallelized to meet
the real-time conditions, as will be shown in the next section.

As already mentioned, to increase system reliability, a ratio of the 2nd best
to the 1st best response in (18) is also measured. That is, following condition is
checked

1− ρ̂2nd

ρ̂1st
> τ, (20)

where ρ̂1st, ρ̂2nd denote the first largest and the second largest value of the
residuum computed in accordance with (17), respectively, and τ denotes a thresh-
old value. In our experiments, the latter was set and measured in the range 0-5%.
Setting the parameter τ to a value greater than 0 allows the classification system
to deny a response if the answer cannot be given reliably enough. In this case,
the testing dataset is portioned into two sets: the patterns with a reliable answer
and the rejected patterns which are not classified. Accuracy is computed only
from the former group as a ratio of correctly classified patterns to all in this
group. On the other hand, the latter group of patterns can be left apart or fed
to another classifier.

§4 Experimental Results
All the algorithms realizing the classification chain shown in Fig. 2 and

Fig. 3, were implemented in C++. For tensor processing, the DeRecLib soft-
ware was used.4) Experiments were run on the PC with 32 GB RAM and the
i7-4800QM 4-core microprocessor. For the tests, the Medialab database was
used.17) Locations of the license plates, as well as vehicle logotypes where by us
annotated for reference. Examples are depicted in Fig. 7. Thanks to this, the
ground truth information was available which was then used to assess perfor-
mance of the algorithms. As already mentioned, in this work, we focused on
improvements to the classification module. Therefore, only logo classification
results are discussed.

The ensemble depends on a number of parameters. However, their choice
usually is not critical and suitable values can be easily determined based on
experiments, as will be discussed. These are presented in Table 1.

The system was trained with 12 different logo types. For each brand,
a different number of the training exemplar patterns were available. However,
only images with well visible and sufficiently large logotypes were selected. For
reliable recognition, the minimal size of the pattern was experimentally set to
30x30 pixels. A total of 112 test images were available and they were manually
outlined for ground truth information. The logo training databases used in the
presented experiments are depicted in Fig. 9.

Table 2 shows performance parameters for each of the tested classes. The
confusion matrix contains true class in columns, and system response in rows. In
this case the match separation threshold τ in (20), was set to 0. As already dis-
cussed, this means that all objects were classified and neither case was rejected
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Fig. 7 Examples of Annotated Images from the Medialab Database.17)

for classification. On the other hand, the τ parameter allows higher reliability
of recognition at a cost of some patterns rejected from the classification. Per-
formance of the method in respect to different settings of τ are shown in Table
3.

Figure 8 shows logo recognition performance as a plot of logo-acceptance-
ratio R versus 1-Accuracy (accuracy of nonrejected object, i.e., where (20) is
higher than the given threshold) in the group of accepted objects, obtained by
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Table 1 Parameters of the key modules used in the tested vehicle logo
classification system.

Module Parameter Values range Values used in
the presented
experiments

EST Number of iterations in
anisotropic diffusion

1-5 2

Smoothing filter GR in
(1)

Gaussian Bino-
mial Anisotropic

Anisotropic

Differentiating filter
type in (2)

Sobel Simoncelli Simoncelli

Number of iterations in
(6)

5-25 9

Generator of
deformable
prototypes
(Fig. 3)

Type and parameters
of deformations

Rotations 0 -
±25◦

±18◦ in steps 2◦

Common pattern size 32x32 - 164x164 64x64

HOSVD
classifier

Number of components
H in (18)

20%-100% of all
tensor bases

75%

Number of tested vehi-
cle types

- 12

Residuum ratio in (20) 0 - 7% 0%

Table 2 Confusion Matrix for Different Logo Classes (vertical - true
class vs. horizontal response). Threshold τ = 0.

Alpha Audi BMW Citroen Fiat1 Hyundai Opel Peugeot Renault Seat Toyota VW
Alpha 5 0 0 0 0 0 0 0 0 0 0 0
Audi 0 3 0 0 0 0 0 0 0 0 0 0
BMW 0 0 2 0 0 0 0 0 0 0 0 0
Citroen 0 0 0 6 0 0 0 0 0 0 0 0
Fiat1 0 0 0 0 2 0 0 0 0 0 0 0
Hyundai 0 0 0 0 0 5 0 0 0 0 0 0
Opel 0 0 0 0 0 0 19 0 0 0 0 0
Peugeot 0 0 0 0 0 0 0 10 0 0 0 0
Renault 0 0 0 0 0 0 0 0 5 0 0 0
Seat 0 0 0 0 0 0 0 0 0 12 2 0
Toyota 0 1 0 0 0 1 0 0 0 0 14 0
VW 0 0 0 0 1 0 0 0 1 0 0 23

changing the threshold τ in (20). This was changed in the range 0-5% with step
of 1%.

The plot in Fig. 8 shows that with higher value of τ , it is possible to
obtain almost a perfect accuracy at a cost of some rejected logos. As already
pointed out, this opens a way to incorporate other type of classifier to resolve
such difficult classifications. Nevertheless, a choice of a proper classification
strategy in this case is left for further research.

Recognition usually fails on patterns with poor contrast, low level of de-
tails (e.g. due to small size) or excessive noise or distortions (such as motion
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Table 3 Performance of the Method on the Annotated Database in the
Function of Threshold τ .

Threshold fi
Accuracy in the group of

classified logotypes
Number of objects rejected from

classification

0:00 0:95 0
0.01 0.96 5
0.02 0.99 9
0.03 1.00 13

Fig. 8 Logo-acceptance-ratio R vs. 1-Accuracy (1-A) in a function
of the threshold τ in (20).

blur). Examples of images which were not correctly recognized are shown in
Fig. 10. In the first of the shown image, the logo pattern is obscured and there
is not enough details for the pattern to be recognized. Nevertheless, for human
observers, a correct pattern can be told. In the second image, quality of the
visible pattern is not high, which apparently makes the recognition process to
fail.

Despite multidimensional patterns, the method shows relatively high speed
of training. In the aforementioned setup, the whole training takes less than a
minute. Even more interesting is very fast response of the system, which allows
50 responses per second, assuming pattern size of 64x64 pixels. The timings are
shown in Table 4.

Table 4 Average execution time for training and response in function
of the prototype size.

Prototype size 64x64 128x128 164x164
Training [s] 53 57 61
Testing [s] (for single pattern) 0.02 0.03 0.03

We compared the above results with the results of the reported methods,
which were mentioned in first section. The most advanced are the versions of
the systems reported by Psyllos et al. in their works,19–21) They also provided
the Medialab database which were used in our experiments. They report using
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Fig. 9 All databases used in our experiments. A total of 12 brands
was analyzed (Alfa Romeo, Audi, BMW, Citroen, Fiat1,
Hyundai, Opel, Peugeot, Renault, Seat, Toyota, and Volk-
swagen). The logotypes were downloaded from the Medialab
database.
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Fig. 10 Incorrectly recognized logotypes from the Medialab
database.17) Despite sufficient size, in both images, in-
sufficient quality caused not legible logotypes.

as many as 400 images, which are not all available from the Internet, however.17)

Also, their method, although shows very high recognition accuracy, reaching
91% and 94%, respectively,19,21) relies on a different training method. As re-
ported, for each of the classes, 40 images were selected to compute the reference
keypoints and their descriptors (training). Then, a reference image needs to be
chosen by an expert, whereas the remaining 39 images are registered in accor-
dance with that reference view, using the homography calculated by the Ransac
method. Then, only regions belonging to the common parts of the images are
selected and the keypoint descriptors are recomputed to reflect the new position,
scale, as well as orientation. At the end, all the keypoints for each brand form
the reference database. In our method, the training procedure is simpler. For
each brand, characteristic exemplars are chosen, as previously described. Also,
to allow for skew views, the original database is endowed with such exemplars,
if available. Then, all the patterns are geometrically deformed to reflect possible
slight deviations of the testing patterns. Finally, they form the PPT which is
processed with the EST followed by the HOSVD, as described. The database
can be easily updated, since each pattern is treated separately. Nevertheless,
the group of deformations is limited to the available views and their slight defor-
mations. As shown in Table 3, the obtained accuracy of the presented method
reaches 95%, however on much smaller sample than in the systems.19,21) Last
but not least, the response time of the proposed method is very competitive.
As measured, the method allows response of about 50 patterns per second, in
pure software implementation. This is due to the simple testing rule, expressed
by the sum of inner products in 18). Such operations can be very effectively
implemented and parallelized on modern microprocessors. In our system, the
microprocessor is endowed with 8 cores. In the method reported by Psyllos et
al., the recognition rate is at least 10 times slower.

Concluding, we can list the following positive aspects of the proposed
method:

1. High accuracy;
2. Very fast response;
3. Fast training;
4. Training possible with any set of training prototypes (even single exem-
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plars possible).
5. Possible on-line modification to the database.

On the other hand, there are also some problems, which can be summa-
rized as follows:

1. The system depends on database of the prototype exemplars.
2. It works relatively well in the case of well visible logotypes and in daily

conditions.
3. The method does not work well with small patterns (in our experiments,

the minimal size was constrained to be higher than 35x35 pixels).

Further work will focus on building a larger database which will be used
for training and testing. Also, a very interesting research subject would be to
join the super-resolution method, as well as other classification methods, with
the proposed ensemble. Last but not least, the further research should aim at
improvement and joining of the suitable detection module.

§5 Conclusions
In this paper, the hybrid system for vehicle logo recognition is presented.

The system operates as an ensemble of tensor based classifiers. Our approach
consists of transforming the training patterns into a group representing a lo-
cal manifold of pattern deformations. Each pattern is then processed by the
extended structural tensor and composed into the representative prototype pat-
tern tensor. Based on such representation, a tensor orthogonal subspace is con-
structed by higher-order singular value decomposition method. The unique fea-
ture of this approach is the orthogonal sub-space in which bases are 3D tensors.
The system is organized as a twofold classifier ensemble, in which the first group
of the individual classifiers is responsible for classification of single training pro-
totype exemplar. The second level is composed of classifiers for the same logo
type. All these are orchestrated by the combination rules operating in the max-
imum rule. As shown by the experiments, the method shows high accuracy and
very rapid response. Therefore, it is competitive to other reported methods.
In further research, we plan to extend our own training and testing database.
Moreover, we plan to add new types of classifiers to the ensemble which will
further improve on accuracy.
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