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Conclusions


	In this thesis an ECAD tool for the design of binary primitive BCH codecs has been described. This system - the BCH codec synthesis (BCS) system - generates the gate level description of any BCH codec for 3( m (10, thereby allowing for the design of 232 BCH codecs.





	BCH codes operate over finite fields of the form GF(2m). Accordingly in Chapter 2, the basic theory of finite fields has been presented and the most important field arithmetic operators have been reviewed. In addition, a new approach has been described for generating the sum of products. This approach utilises polynomial basis multipliers and therefore requires a different serial-in parallel-out interface but in exchange offers significant hardware savings. As a result of using this sum of products circuit, t*m registers have been saved as well as a number of additional XOR gates. Furthermore, to generate products of the form p = abc where p,a,b,c ( GF(2m) in the least possible time, a new architecture for a Dual-Polynomial Basis Multiplier has also been developed, which almost halves the calculation time with no significant increase in hardware requirements. As has been shown in Chapter 4, these two architectures can be easily combined to form even more powerful circuits with both low hardware requirements and high throughputs for use in the BMA. In addition, a simple way of constructing bit-parallel polynomial basis multipliers has been presented, and a circuit for raising finite field elements to the third power developed. 





	In Chapter 3, BCH codes were described. The relatively simple encoding process has been detailed and three different decoding approaches have been presented for SEC, DEC and TMEC codes. These decoding processes have been broken down into three separate steps: syndrome calculation, the Berlekamp-Massey algorithm and Chien search. Furthermore two different options for the BMA - serial with inversion and parallel inversionless - have been considered. This chapter has also compared RS codes with BCH codes. 





	In Chapter 4, the BCS system has been presented. This system consists of a VHDL synthesis tool and a C program. The C program combines VHDL templates with generated text determining the structure and parameters of the finite field operators needed. This approach is important as alternatively, the complex GF arithmetic circuits would have to be generated by high level VHDL procedures which would not easily be synthesised. Furthermore, the C program also optimises the design, generates simulation command files and has a user-friendly interface. In addition a report file that contains design structure information and lists the hardware requirements of the design is generated. Design optimisation involves choosing different decoding algorithms and carrying out the extraction process. Extraction is most efficient when operating on the circuit for raising GF elements to the power three.





	In this chapter the C program and VHDL representation of GF arithmetic has also been presented. The VHDL structures of BCH codes and the way they are generated has been considered. This chapter also gives the hardware requirements of a number of BCH codes in terms of the number of registers and XOR gates. For t(2 (SEC and DEC algorithms) most of the hardware is required to buffer the data and for relatively simple combinational logic circuits. For t=3 a rapid growth in combinational logic is observed, this is due to the additional complexity of the decoding algorithm for TMEC BCH codes. 





	For TMEC decoders the most complex component of the circuit is the BMA. Therefore different options for the implementation of the BMA have been considered, parallel inversionless which is quick but rather hardware inefficient and serial with inversion. This last architecture cannot be implemented for every BCH code and therefore for some codes the BMA must be speeded up using interleaving. That is, clocking the BMA at a greater frequency than the rest of the circuit. 





	As regards the clock speed of the codecs, the circuits have been designed in order that the clock frequency be as high as possible, so for example the designs are fully synchronous.





	In conclusion the design of BCH codecs is rather difficult and the BCS system significantly shortens the time taken to design BCH codecs. In addition the system has been thoroughly simulated and is less error-prone than hand-crafted designs. However it should be noted that in some cases a modification of a basic BCH code is required, e.g. shortened or extended BCH codes. Furthermore a different input/output format may be required or an alarm signal needed to be asserted if an uncorrectable error pattern has occurred. The approach taken here, namely that a few VHDL templates should be written and then personalised by parameters generated by a higher level C program, enables one BCH codec design to be easily adopted by changing only VHDL files that do not contain any information about finite field operators. However, if all possible BCH codes were to be considered, the VHDL templates and C files would have to be changed and more complicated functions written.





	Finally, it is worth noting that the final VHDL files are almost gate level descriptions and that the resultant circuits are as hardware efficient as hand-crafted ones developed for just one set of parameters. Hence there are no hardware penalties incurred by using the BCS system instead of designing a BCH codec oneself, but obviously using the BCS system saves many design man hours.


Suggestions for future work.


	In this thesis BCH codecs have been considered and their hardware descriptions obtained using the BCS system. These codecs have been thoroughly simulated both before and after synthesis. In spite of this, none of these codecs have been implemented on an FPGA. Therefore the next step would be the implementation of some of theses codecs on FPGAs to test their performance in real applications. 





	In this project only the PVST has been used. The are many others synthesis tools e.g. Galileo [14], which may also be employed. These tools may prove more powerful where synthesis is concerned and make it possible to design the codecs at a higher level of abstraction. This would enable more VHDL code to be included into the VHDL templates or even for the C program to be dispensed with completely. Furthermore, this might allow the BCH codecs to be implemented in a more hardware efficient manner, for example using the clock enable (CE) architecture in FPGAs. In addition, different architectures could be used to control the clock signal instead of using CE, especially for buffering registers. 





	In this thesis DEC codes have been decoded using the algorithm presented by Wei et. al. [51]. This algorithm requires the raising to the power three circuit to be implemented in parallel or using LUTs. Conversely, for algorithms using equ(4.2), the raising to the power three operation is required only once for a codeword and so may be implemented using squaring and bit-serial multiplication (instead of bit-parallel multipliers). Therefore this architecture could also be adopted. 





	For some BCH codes the relatively hardware inefficient parallel inversionless architecture may be implemented. This architecture does not use a slow finite field inverter but instead requires t extra parallel multipliers. Alternatively the inversion can be speeded up either using LUTs or by using several parallel multipliers. For example in GF(25), a-1 = a2(a4(a8(a16 and so using a standard Fermat inverter, inversion can be carried out using one multiplier in 3 clock cycles. Otherwise since a-1 = (a2(a4)((a8(a16), inversion can be carried out in two clock cycles by using three multipliers.





	Syndromes can be calculated in to ways. In this thesis the assumption has been made that if two or more syndromes of the form Si, S2i, S4i... are to be calculated the best solution is to use a division circuit. The syndrome Si can also be calculated using a constant multiplier and then generating S2i from the equation Si2 = S2i. In truth the most appropriate solution varies for different BCH codes parameters, and depends also on minimisation results. In conclusion, the method of calculating syndromes based on constant multipliers could also be considered. It should be mentioned however that this method has a longer delay because it requires a number of squaring circuits to be cascaded.





	For some m it is possible to represent GF(2m) as a composite field of the form GF((2m1)m2) where m= m1(m2 (and usually m2 = 2). These field architectures allow considerable hardware saving [39]. Therefore a next step would be to implement composite fields in the BCH codec descriptions.





	Designing a system to generate the VHDL description of any BCH codec is very difficult because during design development, a variety of assumptions must be made. These assumptions are not only constrained to the parameters of the BCH codes but also to the input/output format, the clock speed of the design etc. Hence the assumption has been made that the data sent by the encoder and received by the decoder is sent continuously and so the system is fully pipelined. This makes the design more complicated than if one discrete received word was to be processed at a time. Therefore a next step would be to develop the system making different design assumptions. 





	In practical systems the number of errors is not always constrained to ( t errors and so an uncorrectable error pattern can occur. The BCS system does not currently take account of this possibility. Therefore the system could be modified so that decoders detect uncorrectable error patterns and signal these to an external system. In this way a corrupted message can be retransmitted if an automatic-repeat-request (ARQ) system is available or reread from the memory in a data storage system. BCH codes are especially attractive for error detection in ARQ systems or error correction and detection in hybrid-ARQ schemes [29]. Therefore these kinds of architectures might be developed. An uncorrectable error pattern in a BCH codeword can also be recognised if its slightly outside the packing radius and so a decoding-beyond-the-BCH-bound algorithm might also be developed ([5] Section 9.6).





	The aim of the thesis was to develop a system that would generate the description of any BCH codec, subject to a few parameter constraints. In this respect the project has proven very successful. It remains however for the system to be more flexible so that it can cope with combinations of interleaved, shortened, extended and concatenated codes or different input/output formats. Therefore the next step of the design might be to concentrate only on one BCH code and to adopt it to more precisely defined tasks.





	In this thesis only binary BCH codes have been considered. Therefore a logical next step would be for the BCS system to be extended to also include non-binary BCH codes, in particular,  the sub-class of RS codes. RS codes are especially attractive as they can correct not only random but burst errors as well. Therefore for channels with memory, RS codes are more appropriate.





�PAGE  �








�PAGE  �97�














