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Abstract. This paper describes the Advanced Prognte System Interface (APSI),
dedicated for an FPGA-based board controlled b allhe APSI includes: the dedicated
script language interpreter to efficiently commuate with a FPGA-based board;
heterogeneous hardware-software co-simulation toulsite either PC or hardware
(FPGA-based board) sides; and internal logic statdyzer. The whole APSI system has
been design by the authors and significantly segddevelopment cycle for the FPGA-
based designs. The proposed system contains seveval ideas, e.g. the concept
hardware-software co-simulation, internal logictestanalyzer with data compression,
clock enable and VHDL-based interface.

Keywords: hardware-software co-design, design systesimulators, prototyping,
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1. INTRODUCTION stimulus to simulate the PC-side activity. Thisais
A great number of prototyping systems e.g. [1,8 a very important feature as the PC often plays a key
tools for hardware-software designs [3, 4] havenbee role in the whole system.
designed. These systems however cannot be used asSimilar systems have been built but neither of tliem
complete system which include: a PC communication a complete system. Most systems concentrate on
port, dedicated easy-to-use interface, heterogeneouhardware-software co-simulation [2, 7, 8] but they
hardware-software co-simulation, modular design assume that hardware and software is on the same
and internal logic state analyzer. platform. The presented system assumes that some
The APSI employs new script command language procedures are processed on the PC and the résult o
which makes data transfer and other basicthe PC-side activity is generated directly in the P
communication with FPGA-based board much easier.(in the original platform). Other procedures are
For example a single instruction is employed to processed on the FPGA-based board and therefore
transfer a file to a specified address range on thehardware description language, e.g. VHDL simulator
FPGA-based board. is used. The key issue of the proposed systeneis th
The APSI uses modular hardware design. For communication between the script interpreter amd th
example, for an FPGA board connected with the PCVHDL simulator.
by the Parallel Port (PP), a special module (bfjidge The simulation is a very important part of design
used to transmit PC-controlled transfers to the On-process. Nevertheless often the simulation process
Chip Peripheral Bus (OPB) [5] or the Wishbone bus takes too much time, the hardware model is not
[6], two separate versions are supported. The bridg available or not complete, timing conditions aré no
module can be straightforward instantiated in a met (or even not simulated) or great many other
system employing the Xilinx Embedded unpredictable effects occur, which cause that ¢aé r
Development Kit (EDK) which main feature is fast system does not function properly. In this case a
and easy core connection. logic state analyzer is often the only solutiortrace
The APSI includes heterogeneous hardware-softwarethe error. An external one is often the only op&og.
co-simulation, which allows the PC activity to be was used in [1]. The external logic state analyee
smoothly simulated. The user can easily switch several disadvantages over the internal one. It can
between hardware-execution mode, when the scripttrace only external signals, consequently the ater
interpreter communicates with the FPGA-based signals are often probed (driven the a externa) pin
board, and hardware-simulation mode, when the and this caused that only a limited number (e.dy on
script interpreter communicates with a VHDL 10-20 [1]) of signals can be probed simultaneously.
simulator. Consequently the user need not writg lon Consequently to view different signals, the



incremental probe routing had to be repeated asd th
was time consuming [1]. The script commands allow advance communication
Xilinx Inc. also provides the internal logic state between the PC and FPGA-based boards. It is
analyzer denoted as ChipScope [9]. ChipScope is arelatively easy to configure FPGA and write/read
commercial tool which uses its own interface and internal/external memory. Nevertheless the program
communication ports. This experiences several apsi.exeallows to execute much more sophisticated
drawbacks: the communication port may not be commands e.g. to control a loop, conditional branch
available in the tested board and the capture mbmenor postpone program activitgléep. One of the most
cannot be easily synchronized with the system important commands isvaitbitO (waitbitl) which
activity, as it is the case for the proposed Logic reads the memory until the bit-mask condition ig.me
Analyser for Reconfigurable Computing Systems This command can be used e.g. to wait until a vecei
(LA_RCS). The LA RCS has several additional / transmit control register satisfies a specifigtl b
advantages over the ChipScope especially for thecondition (the write buffer is full), etc. Anothgery
system prototyping, e.g. uses a VHDL simulator to useful command idilecomp which compares two
view the captured signals and therefore can bdyeasi files and can be used e.g. to check if transmiéited
integrated with the simulator, incorporates Run- received data are the same, e.g. to check whdtber t
Length Coding (RLC) capture data compression, transfer between PC and FPGA-based board is
which significantly increase the number of recorded correct.
samples (the internal memory size is very limited), It should be noted that the proposed script languag
uses advanced clock enable logic, which allows to has limited resources in comparison to e.g. C++
capture only selected samples, e.g. active bugsycl language. Therefore some designs may require a
or bus cycles that address a specified device. more sophisticated language to be used. Fortunately
the program apsi.exe was written in C++ and
therefore new-sophisticated functions can be added
2. THE APSI INTERFACE directly in the C++. The C++ source code of the
program asi.execonsists of two classes: the first
The main part of the described system is the scriptone, denoted akowlLeve] communicates with the
interpreter: the programapsi.exe which acts FPAG-based board using very basic commands:
according to a script command file. The APSI system readbyte, readblocketc. The second class reads the
and its documentation are freely available at [10], script commands and translates them into the basic
therefore hereby only a few script commands will be commands used in the cldsswlLevel Consequently
enumerated, in order to illustrate capabilitiestiod a user can easily refer to thewLewelfunctions to
APSI: write own sophisticated commands directly in C++.

config file_name- configure the FPGA with the

configuration filefile_name 2.1. Modular Design

readblock file_name adr_start adr_stopead block

from the addresadr_startto adr_stop.The read data Complex designs require a bus standard to be
are written to the filéile_name. established in order to easily connect separate
readbyte address —read a single byte from the modules. Two different bus standards are availeble
addressaddress.The read value updates a status the APSI: Wishbone [11] and On-chip Peripheral Bus
registers and is displayed in the program console. (OPB) [12]. The OPB is preferred as designed
deep integer — suspend the program execution for modules can be directly added to the Xilinx
integermilliseconds. Embedded Development Kit (EDK) system, which
run command- run the DOS commancbmmand was developed to speed-up modular designs. Another
e.g. execute another script file when the command i advantage of OPB and EDK designs is the soft-

apsi.exe script_file processor MicroBlaze (provided by Xilinx Inc.) and
goto label— go tolabel (change program flow). PowerPC processor (PowerPC hard-macro is
loop integer label -go tolabel ( integer-1Yimes. incorporated only in the Xilinx Virtex 11 Pro) whic
waitbitO bit_mask address wait until the data read are provided together with the EDK and are OPB-
from addresssatisfies théit_maskcondition. compatible.

gobitl bit_mask label- go to label if the status The programapsi.execommunicates with a
register satisfies theit_maskcondition. hardware module incorporated inside the FPGA. This
go> integer label— go to label when the status module, denoted aspb_eppfor the OPB oreppfor
register is greater thanteger. the Wishbone bus, is a bridge between the Parallel
stat+= integer— addintegerto the status register. Port (PP) mode EPP and OPB (Wishbone). The
stat=>m integer — write the status register to the module opb_epp (epp)is a master device which
internal program memory at addrésteger. makes core connection much easier and does not

filecomp filel file2 —compare the contents of two requires a microprocessor to master data transfers.
files. Besides the modulepb_eppcan be used instead of



the microprocessor. For example, the UART module During the VHDL-simulation, all signals can be
opb_uartlitecan be tested bgpb_eppinstead of the  traced, as it is the case for a standard simulatfen
microprocessor. This kind of test may give better epp_modeldrives the PP signals similarly as if the
result as commands are written directly in the PC real PP was connected to the system. Besides during
(APSI script file or in the C++ compiler) and every simulation, theepp_modelwrites the data read from
OPB communication is recorded in the PC. The the PP to the filapsi.out

drawback of this method is a relatively slow tramsf The simulation results can be analyzed directly by
rate on the Parallel Port (PP) in comparison to thetracing simulation signals or bwpsi.exe which
system bus and therefore fast cores cannot baltesteshould be re-executed. This time, howeapsi.exe

in this way. It should be noted that the PP is ally reads the file apsi.out and behaves as data
example of the communication port and another incorporated inside this file are read directlynfrthe
interface e.g. UART, USB, PCI can be adopted in a PP. Consequently, each time commanedd datais
similar way. executed from the script filapsi.exeeads data from
the file apsi.outrather than from the PP. Summing
up, data read from the filepsi.outare treated as the
real PP data, and the data are e.g. displayeden th
monitor for the commandeadbyteor written to the
The APSI plays a key role in the system therefore separate fildile_namefor the commandreadblock
has to be taken into account while the whole systemfile_name

is simulated. The whole heterogeneous simulation process is
The novel heterogeneous simulation system includedsummarized in Fig. 2.

3. APSI SSIMULATION MODE

in the APSI consists of two parts: , - -

. . . Script Commands—| apsi.exe — user-friendly
1) The APSI script language interpretepsgi.exg script interpreter simulation results
which has been modified for the heterogeneous | | 1
simulation. _apsi.exe k—|  apsiout Signal tracing
2) The VHDL testbench modulepp_modelwhich script interpreter simulation result
emulates the PP mode EPP and the APSI system. | | 1 1

apsi.tst memp epp_model.vhd |qup VHDL
test commands testbench module simulation

Adding the new script commandhdlsim changes

the APSI script interpreter modafter the command

vhdlsimis executed, the script interpreter does not Fig. 2. Heterogeneous simulation scheme

refer to the hardware any longer, but writes every

transfer to a special binary file denoted eqssi.tst Example 1

This file format consists essentially of tree basic Below a simple project example is given. This

instructions: example tests communication between the PC and

1) write a single address byte on-board SRAM memory (e.g. for the system given

2) write a single data byte in Fig. 1), i.e. compares transmitted (fiésst.hexand

3) read a single data byte. received data (fileread.he}. The following APSI
script is proposed:

It should be noted that adapting the APSI to

incorporate heterogeneous simulation was rather

simple, only the above three basic instructions has

Listing 2. An example of a simple test procedure

been modified to write data to fikgpsi.tstrather than
to send them to the PP.
After the script interpreter generates the §jgsi.tst

the next step is to simulate the whole system in areadblock read.hex 1 400read data from address: 1

VHDL simulator. Before the simulation is startee th
VHDL moduleepp_modeshould be instantiated into

vhdlsim// the vhdl-simulation mode

writeblock test.hex 1 40kransfer the file test.hex to

address: 1 to 400

to 400 and write them to file read.hex
filecomp read.hex test.he¥ compare the files

the top-level simulation file. Thepp_modekhould contents
be instantiated at the place where the real PP is
connected. This is illustrated in Fig 1. It should be noted that if the commamtdlsimis
removed, apsi.exewill communicated with the PP
and the same procedure will be tested for real. A
similar simulation without the proposed APSI system

would take hours to write the stimulus, trace and

system (FPGA chip to be simulated)

Micro-
Blaze

on_ || oPb_epp opb_sram sram_ compare the transmitted and received datg. In the
model < @ > 1 model case when large amount of data are transmitted, the
Parallel Port oPB External standard simulation method cannot be practically
(Communicatiof
port with a PC SRAM employed.

memory

Fig. 1. An example of simulation block diagram



Conversely, functions writeblock, readblock, transmit the captured data from the LA_RCS to the
filecomp might be written directly in a VHDL PC.

testbench file. This would however require these The full description of the LA_RCS is given in [10]
commands to be implemented insielep_modelin here only the most significant features which are
VHDL). Furthermore, every change made in the specific for this LA RCS are enumerated. The
APSI script file would require a similar changebi® LA RCS is a VHDL module which should be
made in the testbench file. It should be noted tiiat  instantiated in a design in the same way as other
above functions are rather simple and if the more modules (the LA_RCS is a module available in the
sophisticated APSI commands are taken into accountXilinx EDK). Also the traced signals have to be
the VHDL-testbench approach could not be adopted.defined during design cycle.

Furthermore, the APSI can simulate sophisticated PCThe LA_RCS includes two separate interfaces: data-
programs running directly on the PC, which speed- capture and control. The control interface is used
ups the simulation process and does not suffer fromset the trigger condition, activate the LA_RCS &nd
compatibility problem. The latest argument is very read the captured data. The control interface i8 OP
important as even if the C-language simulator or Wishbone compatible and should be connected to
(debugger) is included directly to the VHDL opb_epp(OPB), epp (Wishbone) or another module
simulation program, C-language compilation may for communication with the PC.

vary from the original compilation or the C source

code may not be available. tested opb_la
device 2 B
4. INTERNAL LOGIC STATE ANALYZER opb_la opb_epp | PC
(LA_RCY9)

4.1. Hardware Interface tested bridge

device 1

The integral part of the APSI system is the Logic
Analyzer for Reconfigurable Computing Systems
(LA_RCS). The LA_RCS is an interal logic state Fig 3. An example of a prototyping system with two
analyzer which at first captures the signals into | A Rcs

FPGA internal BlockRAMs (BRAMS) and then off- -

line transfers them to the PC where they can farthe A example of a system with two independent

be analyzed. LA_RCS is given in Fig. 3. It should be noted
The LA_RCS can be used as a stand-alone modulepgwever that two (or more) independent LA_RCSs
ne\_/ertheless the script interpreter supports cordsian should be used when they are used simultaneously
which controls the LA_RCS. The LA_RCS can be ang independently. Otherwise a bus multiplexery(onl
activated (or even directly triggered) from theisicr  gpne pus is traced at the time) or a LA_RCS with
and this allows for better processes synchroniaatio greater capture data width (two buses are traced

e.g. the LA_RCS is activated just before an ob:_tiarve synchronously) should be employed in order to save
data transfer (or other processes executed o€etegld  the area.

from the script). In this case previous data trarssf

wont trigger the LA_RCS. Furthermore, a single key-

press will activate the whole system. For example i 42 Run-Length Coding (RLC) and Clock Enable
is a common rule to use three separate programs tq ggic (CED)

configure the FPGA device, activate a logic state

analyzer and to execute data transfers (or otherthe | A_RCS has several distinctive features: Run-
commands). This is however time consuming and | ength Coding (RLC) compression of the captured
may not be acceptable in a real-time system. Amothe qata and advanced Clock Enable logic for captured
advantage of the described system is that thepata (CED). These features are principal as the siz
LA_RCS can be used several times while a single of the puild-in BlockRAM is very limited. The RLC

script file is executed. For example, for a system gecrements the number of traced signals by 1 bit —
which checks communication between the PC andihe Most Significant Bit (MSB) is used to indicate

transmission process, then the captured data ate re 4, 4 s encoded a®)1, 02, 80, 03, 81, 04, 82 (hex).
(written to a file on the PC hard disk) and thea th The RLC is a very efficient compression method for

LA_RCS again captures the receive process andyata captured by the logic analyzer as signalsliysua
again the captured data are read. The only constrai 4o not change on every clock cycles.

of the system is the additional time-slot requited



For example, in the case when the RLC is not captured. The RLC and CED can be combined and
implemented, tracing the UART module requires a this forms a very powerful tool. The CED logic not
very large number of samples as UART signals only increases virtually the memory size but also
change infrequently. Alternatively the sampling limits the number of displayed samples.
frequency might be decreased, however in this caseConsequently the wuser is not distracted by
signal glitches may not be captured. insignificant samples, e.g. need not search for
The RLC compresses the LA_RCS idle states verysamples which address only a specific device. The
efficiently; the same state can be captured m#lioh latest reason is essential and in the authors’iapin
times and this causes that the idle state may damin the CED-like logic should be adopted also for other
the waveform, and therefore the wuser cannot(also external) logic analyzers and even VHDL
efficiently watch the captures signals. Conseqyentl simulators. The functionality of the CED logic is
in the LA_RCS, the user can adjust the maximum illustrated in Fig. 4.
number of times the same state is repeated and
therefore the waveform reading is much easier. ForFig. 4 shows OPB cycles for the MicroBlaze
example watching UART activity might be difficult software debugging - the UART is the debugging
as a signal change is observed infrequently (e.g.interface through which the microprocessor is
every 1000 clocks). Scaling the watching time might controlled. Fig 4a shows a standard simulator and
cause that the signal glitches are invisible. logic analyzer view for which the CED logic is not
active. Consequently only a single bus transferbzan
The LA_RCS incorporates also advanced clock viewed at a time. Fig 4b shows only active OPB
enable logic (CED) for which the signals are cycles — the LA _RCS captures data only when
captured only on selected clock edges. The CEDOPB_xferAck signal is active. This figure provides
logic is similar as for the standard trigger logice much more information than Fig 4a and the designer
input signal is compared with a defined (by a cointr can trace the microprocessor state much easier. Fig
interface write) pattern and only for the match 4c shows only active OPB cycles that refer to the
condition the input signals are sampled. This adlow UART. This figure allows the designer to concergrat
e.g. that only active bus cycles, or bus transastio only on the UART and this simplifies significantly
that refer to a define address space (device) arethe design verification.
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Fig. 2. The LA_RCS results for different Clock Elalhogic: a) no clock enable logic, b) capture oattive
OPB cycles, c¢) capture only UART data transfers

board [13] but other FPGA-based boards can be
4.3. Software Interface straightforward adopted to the APSI system.

The LA_RCS does not incorporate its own GUI. The
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