NONLINEAR MODEL PREDICTIVE CONTROLLER FOR HEATING SYSTEM
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Abstract. The principle of the energy saving algorithm in buildings is based on lowering the night-time temperature and increasing (preheating) it in the morning. One important problem of this strategy consists in keeping peak demand of energy below the maximum power of the central energy source. A model-reference nonlinear predictive control algorithm is studied and the effects of peak power demand reduction are compared with linear control method. Stability of the predictive control system is analyzed.
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1. INTRODUCTION

Adequate control of energy consumption and distribution is one of the most significant means of power consumption optimization, besides methods such as thermal insulation of buildings.

Energy consumption for heating purposes accounts for a significant part of the budgets of individual and collective users. This increases the importance of issues related to the monitoring of heating energy flows, analysis of flow parameters, verification of fees and, in the first place, minimization of energy consumption [1], [2].

Early publications dealing with heat control focused on proportional-plus-integral (PI) controllers. More recently, a number of advanced HVAC control methodologies have been proposed. Zaheer-Uddin [3] used linear models in designing controllers using optimal theory and adaptive methods. In simulation tests, the performance of the controllers in response to disturbances emphasized the benefits gained by advanced control techniques.

Optimal linear quadratic Gaussian (LQG) and optimal preview controllers, regulating building and greenhouse temperature and humidity, were developed and verified, both in simulation and experimentally [4]. During the last years other control techniques such as linear predictive algorithms have been successfully applied [5].

More recently, neural networks and fuzzy controllers [6] have been proposed as a means of implementing adaptive controllers for heating system control. As with all controllers adapting within a control loop, ensuring the stability of the system is essential. A technique based upon the synthesis of robust control theory and reinforcement learning [7] has been proposed by several authors for resolving this issue.

The system under investigation is the heat distribution network servicing from the central heating substation a number of buildings of the AGH University of Science and Technology campus in Kraków. During the heating season the buildings are consuming up to 20 GJ/h. The demand depends, in the first place, on the outdoor temperature and time of the day or season but also on the accumulation capacity of the heating system. The control of a
heating system is aimed at minimizing the difference between the current demand for heating energy and the supply. The core principle of the energy saving algorithm is based on lowering the night-time temperature and increasing (preheating) it in the morning. Increasing the temperature causes energy losses but reinstates thermal comfort in the heated facilities.

An important problem of this strategy consists in keeping peek demand of power consumption below the maximum power of the central energy source, in order to avoid high peak demands (Fig.1).

This can be achieved by application of a proper local control algorithms and adequate coordination between supervisory and local control actions.

The focus of the of paper is development of the stable, model-based predictive algorithm controlling power consumption for the separate buildings during the preheating period.

The remaining parts of the paper are outlined as follows. The simplified model of the building is described in section II. Section III presents results for controlling the building using linear controller. The main results are included in Sections IV and V: development of predictive controller (IV) and stability analysis (V). Simulation and experimental results are given in section VI.

2. DIRECT CONTROL: MODEL OF THE BUILDING

The building under consideration includes about 80 office rooms and five big laboratories and lecture rooms. Inflow of the heating water is controlled by the input valve ($u_{zco}$). Temperatures of the input and output water as well as flow of the water are measured and are transmitted to the controller.

The model of the building consists of the linear and nonlinear components (Fig.2). The following notations are used in Fig.2, and next in the related formulas

- $T_{zco}$ – supply water temperature [°C],
- $T_{pco}$ – return water temperature [°C],
- $T_{pom}$ – average room temperature [°C],
- $F_{co}$ – flow of the heating water [t/h],
- $u_{zco}$ – related position of the main input valve [0-100%],
- $c_w$ – specific heat of water 0.00418 [GJ t⁻¹ K⁻¹],
- $P$ – temporary power consumed by the building system,
- $T_s$ – sampling period .

The linear part of the building model is described by a standard ARMA discrete model

$$T_{pco}(i) = \frac{B_1}{A} z^{-1} F_{co}(i) + \frac{B_2}{A} z^{-2} T_{zco}(i) + \frac{B_3}{A} z^{-3} T_{pom}(i),$$

(1)

$$A = 1 + a_2 z^{-1} + \ldots + a_n z^{-n}, B_1 = b_0 + b_1 z^{-1} + \ldots + b_{n-1} z^{-(n-1)}, B_2 = b_0 + b_1 z^{-1} + \ldots + b_{n-1} z^{-(n-1)}, B_3 = b_0 + b_1 z^{-1} + \ldots + b_{n-1} z^{-(n-1)}.$$

The valve nonlinear characteristic was modeled by the following function

$$F_{co}(u) = A_1 - A_2 \frac{u - u_0}{1 + (u / u_0)^p} + A_3$$

(2)

where $u$ is % of maximal flow of the main input valve and $A_1=10.22443$, $u_0=74.0276$, $p=8.92594$.

Therefore, the power consumption of the building during $i$ step is modelled by

$$P(i) = F_{co}(i) c_w (T_{zco}(i) - T_{pco}(i))$$

(3)
Results of the model verification using one-step prediction of the power consumption have shown good performance of the model.

2.1. Steady-state characteristic of the building

Analysis of the steady-state process data have given information about power consumption of the building, as the function of outdoor temperature (Table 1).

Table 1. Steady-state power consumption of B1 building

<table>
<thead>
<tr>
<th>Average outdoor temperature [°C]</th>
<th>Steady-state power consumption, for 19 °C indoor [GJ/h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5±10</td>
<td>0.2</td>
</tr>
<tr>
<td>0±5</td>
<td>0.5</td>
</tr>
<tr>
<td>-5±0</td>
<td>0.7</td>
</tr>
<tr>
<td>&lt; -5</td>
<td>( P_{\text{max}} )</td>
</tr>
</tbody>
</table>

The data from Table 1 will be used as the set-points for controller action.

3. GENERALIZED DIGITAL CONTROLLER FOR LINEARIZED MODEL

The linearized, simplified version of the model (1), (2) was assumed in the form [9]

\[
P(i) = \frac{B_i^*}{A} u(i) + \frac{d}{A} \delta(i),
\]

\[A = 1 + a_1 z^{-1} + a_2 z^{-2}, \quad B_i^* = b_{i0} + b_{i1} z^{-1}, \quad A_1 = 1 - z^{-1}, \]

\[\delta(i) = \begin{cases} 1, & i = 1 \\ 0, & i > 1 \end{cases} \]

where \( \frac{d}{A} \delta(i) \) term was used for modeling of the deterministic disturbances with the generation polynomial \( A_1 \). \( u \) is % of maximal flow of the main input valve. In this case the identification procedure gives

\[A = [1.00, -0.86], \quad B_{i1} = 10^{-4} [0.4981, -0.4463].\]

The following generalized digital control algorithm was applied [10].

\[
u(i) = -\frac{S}{R} P(i) + \frac{T}{R} P_{\text{ref}}(i),
\]

\[R = A_{2} B_{1}^*, \quad S = A_{2} A_{m} - A A_{2}, \quad T = A_{0} B_{m}.\]

\( P_{\text{ref}} \) is a reference power calculated from table 1. If the design parameters of the closed-loop system were assumed as

\[A_0 = 1 - \alpha z^{-1}, \quad \alpha = 0.1, \quad A_m = 1 - q z^{-1}, \quad q = 0.5,\]

\[B_m = 1 - q,\]

the parameters of the controller were calculated as

\[R = 1.0000 - 1.8960 z^{-1} + 0.8960 z^{-2},\]

\[S = 25297.78 z^{-1} - 16264.18 z^{-2},\]

\[T = 10037.34 - 1003.73 z^{-1}.\]

Fig. 3 shows results of the controller operation. The reference action of the control loop is satisfied. The controlled output \( P \) reaches the set-point when there is a change of input variable, however peak demands during the morning preheating period are very high. It was not possible to reduce them by settings of the controller parameters. The total peak demand accumulated from buildings gives the effects presented in Fig.2.

Therefore, one way of morning peak demand reduction of the central energy source is a reduction of the peak demand of separate buildings, by using more sophisticated local control algorithm.

4. PREDICTIVE CONTROLLER

It is assume that steady-state, set point power consumption is know a priori in this application. Therefore, nonlinear predictive control seems to be an excellent method in this case [11], [12]. First step is to construct models for disturbances that permit a proper formulation and efficient solution of the prediction control problem. The disturbances under consideration are: room temperature \( T_{\text{room}} \) and supply water temperature \( T_{\text{water}} \). It is assumed for the discrete model (1) that the average room temperature \( T_{\text{room}} \) is a slow varying variable. Experiments have shown that change of \( 20\pm3^\circ\text{C} \) in the rooms as a result of power control action can be observed in time.
longer than several hours. Therefore, this dynamics can be neglected and instead of the term
\[ \frac{B(z)}{A(z)}e^{-\alpha T_{wor}(i)} \]
the simplified expression
\[ \frac{B(z)}{A(z)}e^{-\alpha T_{wor}(i)} = k \cdot e^{-\alpha T_{wor}(i)} \]
was used.

Let \( T_{wor}(i) = [T_{wor}(i - N_s), T_{wor}(i - N_s + 1), \ldots, T_{wor}(i)] \) be a vector of the measured values of the supply water temperature. Based on the data available at time \( i \), the polynomial prediction \( W_s(k) \) of supply water temperature for \( k = -N_s, i - N_s + 1, \ldots, i \) is constructed in the form:
\[ \hat{T}_{wor}(i + k) = W_s(i + k), \ldots, \hat{T}_{wor}(i) = W_s(i), \]
for the time horizon \( N_w \). The polynomial \( W_s(k) \) is of the third order in this case, calculated by least-square approximation method. The same polynomial approximation procedure was applied for reference power \( P_{ref}(i) \).

The user-defined set points (Table 1) were considered. For solution of the prediction control problem the following time horizons were assumed
\[ N_s = 30, N_w = 4, \]
for \( k > i + N_w \). \( \hat{T}_{wor}(i + k) = \hat{T}_{wor}(i) \).

The following state and output vector for the system (1), (2), (3) were defined
\[ \begin{align*}
x(i) &= \begin{bmatrix} x_1(i), x_1(i-1), x_2(i), x_3(i), x_4(i), x_5(i), x_6(i), x_7(i), x_8(i), x_9(i), x_{10}(i), x_{11}(i), x_{12}(i), x_{13}(i) \end{bmatrix}, \\
y(i) &= \begin{bmatrix} y_1(i), y_2(i), y_3(i), y_4(i), y_5(i), y_6(i), y_7(i), y_8(i), y_9(i), y_{10}(i), y_{11}(i), y_{12}(i), y_{13}(i) \end{bmatrix}
\end{align*} \]
where \( \phi(u) \) is nonlinear model of the valve (2). The process under control (1), (2), (3) can be described, for \( i > t \), by the discrete time model
\[ x(i + 1) = A \cdot x(i) + B \cdot \delta \]
subject to input constraints \( u(i) \in [0, 100] \).

The last state equation models one-step delay necessary for predictive control calculation. Model (5) can be re-written in more compact form as
\[ \begin{align*}
x(i + 1) &= f(x(i), u(i), w(i)), \\
y(i) &= g(x(i), u(i), w(i))
\end{align*} \]
where \( f(x, u, w) \) and \( g(x, u, w) \) are the appropriate functions defined by (5). The control error is defined as
\[ e(i) = h(x(i), u(i), w(i)) = w_1(i) - y(i) \]
To have the control structure which guarantees asymptotic zero error regulation the integrator is plugged into the model [12]
\[ z(i + 1) = z(i) + \delta \bar{u}(i), \]
where \( \delta \bar{u}(i) \) is the control increment. The control is now \( u(i) = z(i) \), and model (5) can be rewritten as
\[ \begin{align*}
x'(i + 1) &= f'(x(i), \delta \bar{u}(i), w(i)), \\
y(i) &= g'(x(i), \delta \bar{u}(i), w(i)), \\
e(i) &= h'(x(i), \delta \bar{u}(i), w(i)) = w_1(i) - y(i)
\end{align*} \]
where \( x'(i) \) is the extended state vector in the form
\[ x'(i) = [x(i)^T, z(i)]^T, \]
and \( f', g', h' \) are the appropriate functions re-defined for the extended state vector.

The future disturbance obtained by the method described in the beginning of this section. The input constraints given as \( 0 \leq z(i + k) \leq 100, k = 1, 2, N_c \) can be reformulated to the incremental form and given as
\[ \begin{bmatrix} J & -I \end{bmatrix} \delta u_{i,Nc-1} \leq \begin{bmatrix} 100 - z(i) \end{bmatrix} I_{Nc} \]
where
\[ J = \begin{bmatrix} 1 & 1 & 1 & 0 & 0 & \cdots & 0 & 1 & 1 & 1 & 1 \end{bmatrix} I_{Nc} = \begin{bmatrix} 1 & 1 & \cdots & 1 \end{bmatrix} I_{Nc}, \]
and
\[ \delta u_{i,Nc-1} = [\delta \bar{u}(i), \delta \bar{u}(i + 1), \delta \bar{u}(i + 2), \ldots, \delta \bar{u}(i + N_c - 1)]^T. \]
For the system (6) - (8) the predictive control problem was defined as problem of minimizing
\[ Q(\delta u_{i,Nc-1}, x'(i), \hat{u}(i)) = \sum_{k=0}^{N_c} \sum_{i=0}^{N_c} \phi(k) \delta \bar{u}(i+k)^T + V(x(i + N_c)) \]
under the constraint (9), with the control computed as \( u(i) = u(i - 1) + \delta \bar{u}(i) \).
were \( N_p = 6, N_c = 4, \rho(k) = 0.001 \). Introduction of terminal cost \( V(x'(i + N_p)) \) and terminal constraint \( \Omega \) is standard technique described in [14].

5. STABILITY ANALYSIS

The stability of the closed-loop system can be proved after adding to cost functional the terminal penalty term and/or by introducing the terminal constraints [12,13,14].

Assumption A.1 For \( k \geq i + N_p \) signal \( w(i+k) \) is known and constant \( w(i+k) = \overline{w} \).

Assumption A.2 Let \( \overline{x}(\overline{w}), \underline{u}(\overline{w}) \) denote an equilibrium of (6), (7), (8) and

\[
A = \frac{\partial x^1}{\partial x} x^1(\overline{w}), B = \frac{\partial x^1}{\partial u} x^1(\overline{w}),
\]

\( C = \frac{\partial h^1}{\partial x} x^1(\overline{w}) \). The linear system \((A,B,C)\) is stabilizable, detectable and does not possess transmission zeros equal to one.

Assumption A.3 Consider system (6), (7), (8) with \( \delta u(k) = 0, \forall k \geq i \); if \( y(k) = \overline{w} \), \( \forall k \geq i \), then \( x^1(t) = x^1(\overline{w}) \).

Theorem 1 [12] Under assumption A.1, A.2, A.3 \( x^1(\overline{w}) \), is an exponentially stable equilibrium point for the system (6), (7), (8).

Proof: Linearization of the model (6), (8) have the form

\[
A = \begin{bmatrix}
-a_1 & -a_2 & b_0^1 & b_1^1 & b_2^1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]

\( B = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} \cdot 1^T 
\]

\( C = c_w \phi'(\overline{w}) \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} \).

An analysis of the model matrices gives the following result. Pair \((A,B)\) is stabilizable but not controllable, \((A,C)\) is detectable but not observable. Assumption A.2 is fulfill for system (6), (8).

From (5) we have for \( \gamma(k) = \overline{w}_i \):

\[
\phi(\overline{x}_i) c_w (\overline{w}_i - \overline{x}_i) = \overline{w}_i, \overline{x}_i = k_i \phi(\overline{u}) + \overline{w}_1 + k_j \overline{w}_2, \\
\overline{x}_j = \overline{x}_i, \overline{x}_j = \phi(\overline{u}), \overline{x}_j = \phi(\overline{u}), \overline{x}_j = \phi(\overline{u}), \overline{x}_j = \overline{w}_i, \\
\overline{x}_i = \overline{w}_i, \overline{x}_j = \phi(\overline{u}), \overline{x}_j = \phi(\overline{u}), \overline{x}_j = \phi(\overline{u}), \\
\overline{x}_j = \overline{w}_i.
\]

From these equations we can calculate unique \( \overline{u} \) and \( \overline{x} \), hence the assumption A.3 holds. Stability of the closed loop system follows from Theorem 1.

6. SIMULATION RESULTS AND EXPERIMENTS

The performance of the predictive controller is shown in Figures 5-8. By comparing the reference and actual response it can be seen that tracking performance is very good and steady-state error is reduced to zero. Fig. 5 (simulation) demonstrate how the peak-demands are reduced. Experimental results are show in Fig. 6-8. Fig. 6 illustrates tracking capability of the controller. Fig. 7 demonstrates the control action in case of saturation of the control signal. The tracking error observed during first 12 h of the experiments results from too low temperature of supply water. However, the system is stable opposite to the behavior of the linear controller, Fig. 4.

Fig. 5. Tracking of the constant desired power \( (P_{ref}) \). At \( t=6h \) 40min the \( a_2 \) coefficient of the valve model was disturbed \( (1.1a_2) \) to demonstrate the integral action of the controller.

Fig. 6. Experiment results. Tracking of the desired power \( (P_{ref}) \).
6. CONCLUSIONS

A model-based, nonlinear predictive controller for heating system of commercial buildings has been developed and tested. Nonlinear model of the process was composed of nonlinear steady-state model and linear dynamic model. It has been shown that the proposed controller is stable under the assumptions given in Section 5. Unlike the linear controllers the proposed algorithm reduces peak power demand of the buildings. This result makes it possible to apply a peak-hour supervisory control strategy under the constraints imposed on the central energy source.
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