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Abstract

The aim of this paper is to present an exact method of
evaluating the quadratic performance index for in�nite{
dimensional systems. Our method relies on solving the
Lyapunov operator equation with unbounded operators.
For delay { di�erential systems of the neutral type an
explicit construction of the solution to the Lyapunov op-
erator equation is given. The results are illustrated by
two examples of the determination of a classical con-
troller setting. An approximation method of evaluating
the quadratic performance index is also provided and com-
pared with the exact method.

1 Introduction

Let us consider two examples motivating our investiga-
tions.

Example 1. The dynamics equations of the nuclear re-
actor temperature control system described in [5] are8>>>><

>>>>:

T _y(t) + y(t) = p(t� r)

z01l(t) + u(t) = p(t)

K1"(t) +K2

R t
0
"(� )d� = u(t)

w � y(t) = "(t)

9>>>>=
>>>>;

(1)

where K1, K2 are parameters, 1l denotes the Heaviside
step function and r, T are �xed positive constants. If we
assume that the system is asymptotically stable and until
the moment of the appearance of a disturbance it remains
in equilibrium, then for t < 0

" = 0; u = K2

Z 1

0

"(t)dt = w = p = y : (2)

From (1) and (2) we get

�"(t) = � 1

T
_"(t)� z0

T
�(t � r) � K1

T
_"(t � r)� K2

T
"(t� r)

where � denotes Dirac's pseudofunction, together with the
initial condition "(�) = 0; _"(�) = 0 for � 2 [�r; 0]. Hence,
introducing the state variables x1(t) = "(t + r), x2(t) =

_"(t + r) and the notation x0 = z0a 6= 0, a = � 1
T

= �5,
r = 0:5, b = �K1

T
= �5K1, d = �K2

T
= �5K2 we obtain

the �nal version of the dynamics equations8>><
>>:

_x1(t) = x2(t)
_x2(t) = ax2(t) + bx2(t � r) + dx1(t� r)
x1(�) = 0; �r � � � 0
x2(�) = 0; �r � � < 0; x2(0) = x0

9>>=
>>; : (3)

The problem is to determine a pair (b; d) minimizing the
integral performance index

J =

Z 1

0

"2(t)dt =

Z 1

0

x21(t)dt : (4)

The system (3) is a special case of the neutral system8>><
>>:

_v(t) = Av(t) + (AC +B)x(t � r); t � 0
v(t) = x(t)�Cx(t� r); t � 0
v(0) = v0
x(�) = �(�) for almost every � 2 [�r; 0]

9>>=
>>; (5)

where A, B, C 2 L(Rn), r > 0, v0 2 Rn, � is a function
de�ned on (�r; 0) with values in Rn. This can be seen by
taking n = 2, v = x, � � 0, C = 0 2 L(R2) and

A =

�
0 1
0 a

�
; B =

�
0 0
d b

�
; v0 =

�
0
x0

�
:

Example 2. The dynamics of the RCLG transmission
line without distortion is governed by the equations [5]8>>>>>>><

>>>>>>>:

L
@i(x; t)
@t

= �@u(x; t)
@x

�Ri(x; t)

C
@u(x; t)
@t

= �@i(x; t)
@x

� Gu(x; t)

i(1; t)R0 = u(1; t)

u(0; t) = w01l(t) �Ku(1; t)

9>>>>>>>=
>>>>>>>;

; (6)

t � 0, 0 � x � 1, R
L
= G
C

= � with zero initial conditions.



We pose the problem of the evaluation of K minimizing
the integral performance index

J =

Z 1

0

h
u(1; t)� lim

t!1
u(1; t)

i2
dt : (7)

Using the d'Alembert solutions of a transmission line with-
out distortion we can transform (6) into (5) with n = 2,
A = �I, B = C, v0 = 0 and

C =

2
4 0 1

� �
�2

�k
�
1 + �

�2

� 3
5 ; �(�) = � ��1

��1

�

for � 2 [�r; 0] where �1 = w0�
1 +

�

�2

�
(1 + k)

, k =

K(1 + �)

�+
�

�

, � = e�=v, v = 1p
LC

= 1
r , z =

q
L
C
,

� = (R0�z)=(R0+z). The last three constants are called
the velocity of wave propagation, the wave impedance of a
line and the re
ection coe�cient, repsectively. The per-
formance index (7) can be written as

J =
(1 + �)2

�2

�
k�k2L2

(�r;0;R2)
+

Z 1

0

x22(t)dt

�
(8)

2 Lyapunov operator equation

Let us consider an abstract dynamical system on a general
Hilbert space H with scalar product h�; �iH8<

:
_u(t) = Au(t); t � 0
u(0) = u0

y = Cu

9=
; (9)

with the operator A : (D(A) � H) �! H generating a
linear C0{semigroup fS(t)gt�0 on H and the operator C 2
L(DA;Y) where DA denotes the domain D(A) equipped
with the norm induced by the scalar product hu; viA :=
hu; viH+ hAu;AviH. Y is another Hilbert space with the
scalar product h�; �iY. Observe also that if A�1 2 L(H)
then the norm induced by hu; viA is equivalent to the norm
induced by the scalar product hAu;AviH. In this case
without loss of generality C can be represented as C = D�A
for some D 2 L(Y;H).
Recall that the semigroup fS(t)gt�0 is strongly asymp-

totically stable (AS) if s� limt!1 S(t)u = 0 for u 2 H. It
is exponentially stable (EXS), if there exist M � 1, � > 0
such that kS(t)kL(H)

�Me��t for t � 0.

The observation operator C is called admissible if there
exists 
 > 0 such thatZ 1

0

kCS(t)u0k2Y dt � 
 ku0k2H 8u0 2 D(A) (10)

i.e., the densely de�ned observability map P : H �!
L2(0;1; Y), (Pu0)(t) := CS(t)u0 is bounded.

Theorem 2.1. C is admissible i� there exists H = H� 2
L(H), H � 0, and H satis�es the Lyapunov operator equa-
tion

hAu;HviH + hu;HAviH = �hCu; CviY (11)

for all u; v 2 D(A).

Theorem 2.2. If dimY < 1 and there exists k 2
L2(0;1) such that for almost all t � 0:

kCS(t)u0kY � k(t) ku0kH 8u0 2 D(A)

then (11) has a solution H 2 L(H) with H = H� and
H � 0, and H is a Hilbert{Schmidt (HS) operator.

Theorem 2.3. If fS(t)gt�0 is AS, then (11) has at most
one self{adjoint, bounded and nonnegative solution.

The proofs of the above results can be found in [6]. If the
assumptions of Theorem 2.3 and Theorem 2.1 or 2.2 hold
then the unique solution of (11) takes the form

hu;HviH = hPu; PviL2

(0;1;Y)
: (12)

3 Evaluation of the quadratic inte-

gral performance index for neu-

tral systems

Motivated by examples of Section 1, we pose the problem
of evaluating the quadratic integral performance index

J =

Z 1

0

[vT (t); xT (t � r)]G

�
v(t)

x(t� r)

�
dt (13)

with G :=

�
P Q

QT R

�
= GT � 0 over trajectories of

the neutral system (5). We shall give a solution to this
problem employing the results of Section 2.
In the state space H = M

2 = Rn�L2(�r; 0;Rn) we can
write (5) as (9) with

Au =

�
Av + (AC +B) (�r)

 0

�
; D(A) =

= fu 2 Rn�W1;2(�r; 0;Rn) : v =  (0)� C (�r)g

where u =

�
v

 

�
and u0 =

�
v0
�

�
is the current and

initial state, respectively. It can be proved (see [4]) that
A generates a linear C0{semigroup fS(t)gt�0 on H,

S(t)

�
v0
�

�
=

�
v(t)
xt

�
; t � 0

where xt : [�r; 0] 3 � 7�! xt(�) = x(t + �) 2 Rn. This
semigroup is EXS i�

j�(C)j < 1 ; (14)



i.e., the spectrum of C is in an open unit circle and all
roots of the characteristic quasipolynomial

det[�I � �e�r�C � A� e�r�B] (15)

have negative real parts [4, Lemma 6.2.11, p. 151]. In
what follows, we assume that (14) and (15) hold.
An A { bounded linear observation operator

C
�
v

 

�
= G

1

2

�
v

 (�r)
�
; Y = R

2n

corresponds to the integrand in (13). Since the semigroup
fS(t)gt�0 is EXS we have for u0 2 H:Z 1

0

kx(t� r)k2
Rn
dt =

1X
k=0

Z (k+1)r

kr

kx(t� r)k2
Rn
dt =

=
1X
k=0

Z 0

�r

kxkr(�)k2Rn d� � ku0k2H
M2

1� e�2�r
:

Employing the Rayleigh inequality we get

kCS(�)u0k2L2

(0;1;R2n)
� �max(G)

�
1

2�
+

+
1

1� e�2�r

�
M2 ku0k2H 8u0 2 D(A)

and thus (10) holds. It follows from Theorem 2.1 and
Theorem 2.3, and (12) that J(u0) = hu0;Hu0i for all u0 2
H where H is a unique bounded self{adjoint nonnegative
solution to the Lyapunov operator equation (11) which
reduces now to

hAu;HuiH + hu;HAuiH =

�[vT ;  T (�r)]G
�

v

 (�r)
�

8u 2 D(A) : (16)

A solution of (16) will be sought in the form

Hu =

"
�v +

R 0
�r
�(�) (�)d�

�T (�)v + R 0
�r
�(�; �) (�)d� + 
 (�)

#
(17)

where � = �T , 
 = 
T , �(�; �) = �T (�; �), (�; �) 2
[�r; 0] � [�r; 0], � 2 C1[�r; 0], and � is C1 on trian-
gles with vertices at (�r;�r), (0;�r), (0; 0), and (�r;�r),
(�r; 0), (0; 0), respectively.
Taking (17) into account in (16), after some manipula-

tions we come to a system of equation determining �, �,

 and �,

AT�+ �A+ �T (0) + �(0) + 
 = �P

C + �(AC + B) + �(0)C � �(�r) = �Q
CT
C � 
 = �R
@�(�; �)
@�

+
@�(�; �)
@�

= 0

AT�(�) � d�(�)
d�

+ �(0; �) = 0

(BT + CTAT )�(�) � �(�r; �) +CT �(0; �) = 0

9>>>>>>>>>>>=
>>>>>>>>>>>;

(18)

The general solution of the fourth equation of (18) is

�(�; �) =

(
�(� � �); � < �

�T (� � �); � > �

)
; (19)

(�; �) 2 [�r; 0]� [�r; 0], � 6= �, � 2 C1[�r; 0]. Substi-
tuting (19) into the subsystem consisting of the �fth and
sixth equation of (18), and eliminating � from the result-
ing system, we obtain

�(�; �) =

8><
>:

d�T (�)
d�

� �T (�)A j�=��� ; � < �

d�(�)
d�

� AT�(�) j�=��� ; � > �

9>=
>; (20)

Now, (18) reduces to the Lyapunov matrix equation

CT
C � 
 = �R (21)

and the boundary{value problem8>>>>>><
>>>>>>:

d
d�

[�(�) + #(�)C] = AT �(�) + #(�)B

d
d�

[CT�(�) + #(�)] = �BT �(�) � #(�)A

AT�+ �A+ �T (0) + �(0) + 
 = �P

C + �(AC + B) + �(0)C � �(�r) = �Q

9>>>>>>=
>>>>>>;

(22)

where
#(�) = �T (�r � �); �r � � � 0 (23)

Castelan and Infante [1], [2] and [3] have derived (22) in
the case C = 0, i.e., for retarded systems and a much
more complicated version of (22) for neutral systems pro-
vided that W1;2(�r; 0;Rn) was chosen as a state space.
Employing the Kronecker product of matrices ([8, Section
8.4]) we get

d

d�

�
col �
col #

�
= N�1

1 N2

�
col �
col #

�
; (24)

N1 :=

�
I 
 I I 
 CT

CT 
 I I 
 I

�
;

N2 :=

�
AT 
 I I 
 BT

�BT 
 I �I 
 AT

�

and col �, col # denote n2{dimensional vectors having
rows composed of the rows of matrices � and #, respec-
tively. By the Schur lemma and (14) we have detN1 =
det(I 
 I � CT 
 CT ) 6= 0. An eigensolution of (24) is

e��
�
L

M

�
where � is a root of the characteristic polyno-

mial
det

�
(�I � AT )
 (�I +AT )+

+(BT + �CT )
 (BT � �CT )
�

and matrices L, M 2 L(Cn
2

) satisfy the system�
�L + �MC = ATL +MB

�CTL+ �M = �BTL �MA

�
: (25)



By multiplying the equations of (25) by (�1), transpos-
ing and reordering them, one can see that e���

�
MT

LT

�
is also the eigensolution. Assume from now that all eigen-
values of (24) have linear elementary divisors. Then the

corresponding eigenvectors form a basis in Cn
2

and the
general solution of (24) is

n2X
i=1

�
�ie

�i�

�
Li
Mi

�
+ �ie

��i�

�
MT

i

LTi

��
:

This solution satis�es the functional equation (23) i� �i =
�ie

��ir, and �nally

�(�) =
n2X
i=1

�i

h
e�i�Li + e��i(r+�)MT

i

i
: (26)

Putting (26) into the third and fourth equations of (22)
we get8>>>>><

>>>>>:


 + AT�+ �A+
Pn2

i=1 �iWi = �P

C + �(AC + B) +

Pn
2

i=1 �iVi = �Q
Wi := Li + LTi + e��ir(Mi +MT

i )

Vi := e��ir(MT
i C � Li) + (LiC �MT

i )

9>>>>>=
>>>>>;

:

Applying the Kronecker product once more yields

�
AT 
 I + I 
AT col Wi

�I 
 (AC +B)T col Vi

�
| {z }

2n2 vectors (i=1;2;:::;n2)

2
666666664

col �
�1
�2
�3
�
�
�n2

3
777777775
=

=

� �col 
 � col P
col Q+ col (
C)

�
: (27)

The matrix of the system (27) is nonsingular. Indeed, if
this is not the case, then taking P = Q = R = 0 (in
virtue of (21) and (14) we also have 
 = 0) and mak-
ing use of formulae (27), (26), (20), (21) and (17) we can
generate a nonzero operator H being a solution to the Lya-
punov operator equation (16). However, this contradicts
the uniqeness of the null solution for C = 0 which is a con-
sequence of (14), (15) and Theorem 2.3. Finally, (27) has
a unique solution which means that formulae: (27), (26),
(20), (21) and (17) determine an operator H being the
unique solution of the Lyapunov operator equation (16).
Let us indicate two possible simpli�cations of the per-

formance index evaluation which can arrise in practical
applications. The �rst is symmetry of matrices �, 
, P
which causes that (27) contains 1

2
n(n�1) redundant equa-

tions. The second is that for a large variety of initial con-
ditions the evaluation of the performance index does not
require the knowledge of all entries of �, �(�), �(�; �), 


(e.g. for u0 =

�
v0
0

�
it su�cies to determine only the

matrix �).

4 Examples

Example 1: Nuclear reactor temperature control

problem { continued. Treating a and r as �xed con-
stants, we seek for a pair (b; d) belonging to the do-
main of stability which minimizes the performance index.
The stability domain of the characteristic quasipolyno-
mial (s2� as)+ (�bs� d)e�sr in the plane 0bd is an open
bounded set with boundary �1[�2 where the curve �1 is
given parametrically for ! 2 [0; !0]�

b(!) = �a cos!r � ! sin!r
d(!) = �!2 cos !r + a! sin!r

�
:

Here !0 denotes the smallest positive root of the equation
! = a tan!r and �2 is an interval of 0b axis with ends
coinciding with the ends of �1.
The performance index (4) has a form (13) with P =

ccT , cT = [1; 0], Q = R = 0 2 L(R2). Taking into account
the nature of initial conditions we conclude that J(u0) =
x20�22 where �22 is the lower right entrie of the matrix �.
�22 can be determined from (27) which yields

J(u0)

x20
=

G3F3 � F2G5

2d2faF3G1 � F1G3 + G1F2 � aG5F1g
(28)

with

F1 = d� b�1 � e��1r�1(�1 + a)

F2 = e��1r(d2 � b2�21)� �1(�1 + a)(d� b�1)

F3 = e��1r�21(�1 + a) + �1(d� b�1)

�1 =

r
1
2

h
a2 � b2 +

p
(b2 � a2)2 + 4d2

i
G1 = d+K2 cosKr � aK sinKr

G3 = (d� ab)K2 + (d2 + b2K2) cosKr

G5 = bK2 � aK2 cosKr �K3 sinKr

K =

r
1
2

h
b2 � a2 +

p
(b2 � a2)2 + 4d2

i
:

The results of minimization of the performance index (28)
for a = �5, r = 0:5 are depicted in Fig.1 and they
agree with calculations obtained in [5] with the use of the
frequency{domain method.

Example 2: RCLG transmission line without dis-

tortion { continued. The conditions ansuring EXS

reduce to (14) only, and in the expanded form they are

� � �

�
> 0; jkj < 1 : (29)

To get (8) from (13) we take R =
(1 + �)2

�2
ccT , cT =

[ 0 1 ]. It is more convenient to minimize the normalized
performance index

j(k) =

vJ(k)

�
� � �

�

��
� +

�

�

�3

w2
0 (1 + �)

2
=

1 + k�

(1 + k)
3
(1� k)



-6 -5 -4 -3 -2 -1 0 1 2 3 4

-14

-12

-10

-8

-6

-4

-2

b

d

bopt=-3.78 dopt=-6.897
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Figure 1: The level curves of the performance index

where � = 2�2�
�4 + �2

. The �rst inequality in (29) jointly

with � + �
� > 0 yields � 2 (�1; 1) while the second one

determines the minimization interval for j. Since

j0(k) =
3�k2 + (4 � 2�)k + �� 2

(1 + k)4(1� k)2

we conclude that j is a unimodal function of k for k 2
(�1; 1). If � = 0 (the transmission line is loaded by the
wave impedance) then the minimum of j is achieved at

k = 1
2. For � > 0 the minimum is located in the interval

(0; 12), while for � < 0 in (12 ; 1)

5 Approximate optimization

Approximation of the function from L2(0;1) with
exponential sums. In the space L2(0;1) with the
standard scalar product we consider a densely de�ned un-
bounded linear operator Lh = h0, D(L) = W1;2[0;1). Its
point spectrum is �� = fs 2 C : Res < 0g. Take n di�er-
ent eigenvalues �1; �2; : : : ; �n. The corresponding n nor-
malized eigenvectors fk(t) =

p�2Re�ke�kt, k = 1; 2 : : : ; n
span an n{dimensional subspace Mn in L2(0;1). The el-
ements of this subspace will be called exponential sums.
Consider the problem of approximation of a given function
f 2 L2(0;1) with exponential sums. By the orthogonal
projection theorem (see [9, Theorem 3.1, p.30 and Theo-
rem 3.2, p.31]), the best approximant of f in Mn is the
orthogonal projection of f on Mn. To be more precise,

min
g2Mn

kf � gkL2

(0;1)
= kf � PnfkL2

(0;1)
;

where Pn stands for the orthoprojector onto Mn.
By applying the Gram{Schmidt orthonormalization

procedure to the system ffkgnk=1 spanning Mn, we de-
termine an orthonormal basis fekgnk=1 in Mn and express
the orthoprojector Pn as follows

Pnf =
nX

k=1

hf; ekiL2

(0;1)
ek :

The sequence fekgnk=1 can be represented by their Laplace
transforms, i.e., Malmquist functions [7]

ê1(s) =

p�2Re�1
s� �1

; êk(s) =

p�2Re�k
s � �k

k�1Y
i=1

s + �i

s � �i
;

k � 2. In virtue of the Parseval theorem we have

kPnfk2L2

(0;1)
=

nX
k=1

���hf; ekiL2

(0;1)

���2 :

Formulae for hf; ekiL2

(0;1)
, the Fourier expansion coe�-

cients are given in [7].
Another way of determining the approximants follows

from the observation that any element of the subspace Mn

can be regarded as an output Yn of the observed linear
system 8<

:
_x(t) = Ax(t)
x(0) = b 2 Cn
Yn(t) = c�x(t)

9=
; ;

where A = diagf�1; �2; : : : ; �ng, �(A) � ��, c� =
[ 1 1 � � � 1 ]. The pair (A; c�) is observable. From
the orthogonal projection theorem we get

kf � Pnfk2L2

(0;1)
= min

b2Cn
kf � Ynk2L2

(0;1)
: (30)

Observe that

kYnk2L2

(0;1)
=

Z 1

0

b�etA
�

cc�etAbdt = b�Hb ;

where H =

�
�1

�i + �j

�
i;j=1;2;:::;n

= H� > 0 is a unique

solution of the Lyapunov matrix equation

A�H +HA = �cc� (31)

or the Gram matrix of the system fe�k(�)gnk=1 � L2(0;1).
In virtue of the Paley { Wiener theory, f 2 L2(0;1) i� its

Laplace transform f̂ , belongs to H2(�+), the Hardy space
of functions ' analytic on the right complex half{plane
�+ = fs 2 C : Res > 0g, such that

sup
x>0

Z 1

�1

j'(x+ iy)j2 dy <1 :

Since �(�A�) is located in �+, the domain of analyticity

of f̂ , we have (see [8, Theorem 5.3.2])Z 1

0

f(t)etA
�

dt = f̂ (�A�) = diag ff̂(��1); : : : ; f̂ (��n)g :

Hence

kf � Ynk2L2

(0;1)
= kfk2L2

(0;1)
� 2Re

h
b�f̂ (�A�)c

i
+ b�Hb

and the minimal value in (30) is achieved on b 2 Cn being
a solution of the equation

Hb = f̂(�A�)c : (32)

If b0 is the solution of (32) then kPnfk2L2

(0;1)
= b�0Hb0 =

b�0f̂ (�A�)c.



Convergence of the approximation. The in�nite se-
quence ffkgk2Nis complete if its linear span is dense in
L2(0;1). Clearly, ffkgk2Nis complete i� fe�k(�)gk2Nis
complete and thus the next result is useful for the veri�-
cation of completeness of the system ffkgk2N.
Lemma 5.1. The system fe�k(�)gk2N� L2(0;1) is com-
plete if

1X
k=1

�2Re�k
1 + j�kj2

=1; j�kj % 1 as k!1 : (33)

If ffkgk2Nis a complete system in L2(0;1) then the sys-
tem fekgk2Nresulting from the Gram{Schmidt orthonor-
malization applied to ffkgk2Nis an orthonormal basis in
L2(0;1) (the corresponding sequence fêkgk2Nconsists of
the Malmquist functions) and thus

lim
n!1

kf � PnfkL2

(0;1)
= 0 8f 2 L2(0;1) :

In particular, (33) holds for �k = �k, k 2 N. Conse-
quently, the system fe�k(�)gk2Nis complete and the pro-
posed algorithm of L2{approximation with exponential
sums is convergent. Moreover, in this case we have

f̂ (�A�) = f̂ (�A) = diag ff̂(1); f̂ (2); : : : ; f̂ (n)g ;

and the solution of (31) is the �nite Hankel { Hilbert

matrix H =
h

1
i + j

i
i;j=1;2;:::;n

. In practice, since the �-

nite symmetric positive de�nite Hankel { Hilbert matrix
H tends to the symmetric, but only positive semide�nite
Hankel { Hilbert in�nite matrix as n ! 1, the bad con-

ditioning of the linear system (32) will occur. Several nu-
merical tests showed that a minor improvement in solving
(32) can be achieved by dealing with its equivalent form

Zb = A�f̂ (�A�)c; Z = A�H.

Application to parametric optimization. We wish
to solve the parametric optimization problem of �nding
minimum of the function

J(B) = kfk2L2

(0;1)
; f̂ (s) = � A

s � A� Be�sr

in the interval S =
�
� 1
! sin!r;�A

�
being the stability

region in the space of the proportional controller gain B.
Here ! is the smallest positive solution of the equation
! = A tan!r.
The explicit exact expression for the performance index

as a function of B is given in [5] and it can be also deduced
from the results presented in Section 3 upon substituting
n = 1, C = 0, v0 = �A, � � 0, P = 1, Q = R = 0

1

A2
J(B) =

8><
>:

B sinKr �K
2K(A+ B cosKr)

; B2 � A2

B sinhKr �K
2K(A+ B coshKr)

; B2 < A2

9>=
>; (34)

where K =
p
jB2 �A2j.
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Figure 2: Plots of the performance index

The exact values of the performance index calculated
from (34) are compared in Fig.2 with the results derived
by applying the approximate method. The relative error
of �nding the optimal value of B is less than 0:2%. The
main barrier in getting better accuracy is the bad condi-
tioning of the Hankel { Hilbert matrix.
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