Clustering using Flower Pollination Algorithm and Calinski-Harabasz Index
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Abstract—Task of clustering, that is data division into homogeneous groups represents one of the elementary problems of contemporary data mining. Cluster analysis can be approached through variety of methods based on statistical inference or heuristic techniques. Recently algorithms employing novel metaheuristics are of special interest – as they can effectively tackle the problem under consideration which is known to be NP-hard. The paper studies the application of nature-inspired Flower Pollination Algorithm for clustering with internal measure of Calinski-Harabasz index being used as optimization criterion. Along with algorithm’s description its performance is being evaluated over a set of benchmark instances and compared with the one of well-known K-means procedure. It is concluded that the application of introduced technique brings very promising outcomes. The discussion of obtained results is followed by areas of possible improvements and plans for further research.

I. INTRODUCTION

CLUSTERING or cluster analysis in computer science refers to the data analysis problem of finding groups in data, in a way that objects belonging to one group are similar to each other and at the same time, there is a significant dissimilarity between different groups’ elements. Historically the concept of partitioning a set of objects into disjoint groups was introduced by Aristotle and Theophrastus, but the term “cluster analysis” appeared for the first time around 1930 – in the fields of anthropology and psychology [1]. Currently clustering, as a data mining problem, manifests itself in numerous disciplines of science and engineering; e.g. in automatic control [2], text analysis [3], agriculture [4] or marketing [5]. Variety of methods have been also established to tackle this problem. For an overview of these techniques one could refer to [6] or [7].

Clustering, as an optimization task, is known to represent a NP-hard complexity [8], with numerous heuristic approaches being used to find representative groups. Among those iterative partitioning approach of K-means [9] is the most popular one. It tries to minimize the within-cluster sum of squares (WCSS), however it is known to converge to a local solution, without a guarantee of reaching the global optimum. More recent approaches involve using metaheuristic techniques (or their K-means hybrids) to alleviate this issue [10], [11], [12].

This contribution introduces a clustering procedure based on Flower Pollination Algorithm (FPA) proposed in 2012 by Xin-She Yang [13]. It is an example of optimization algorithm mimicking social mechanisms identified in nature [14] – which recently find a variety of applications [15]. As an optimization criterion a value of Calinski-Harabasz index [16] – one of the internal validity measures commonly used for evaluating clustering solution – is proposed.

The paper is organized as follows. First the general description of the Flower Pollination Algorithm, as well as Calinski-Harabasz index, is provided. Then methodological aspects of its application in clustering are being discussed. The results of experimental evaluation along with comparative analysis are covered in the subsequent part of the paper. Finally general remarks regarding algorithms’s features and planned further studies are under consideration.

II. METHODOLOGICAL PRELIMINARIES

A. Flower Pollination Algorithm

FPA is an iterative population-based nature-inspired optimization technique aimed at tackling problems of continuous optimization. Solving this class of problems is equivalent to finding $x^*$ which satisfies:

$$f(x^*) = \min_{x \in S} f(x),$$  \hspace{1cm} (1)

where $S \subseteq \mathbb{R}^D$, and $f(x)$ constitutes solution’s $x$ cost function value. Therefore actual task of the optimizer is to find argument minimizing $f$. 
To address the optimization task (1) by means of population-based metaheuristic the group of \( P \) individual agents is used. It is represented by a set of \( D \)-dimensional vectors – equivalent to individuals’ positions – within the iteration \( k \) denoted by:

\[
x_1(k), x_2(k), ..., x_P(k).
\]

Euclidean distance between two swarm members, indexed \( p_1 \) and \( p_2 \) is denoted here by \( d(x_{p_1}, x_{p_2}) \).

The best position found by given individual \( p \) prior to iteration \( k \) is given by \( x_p^*(k) \) with cost/fitness function value \( f(x_p^*(k)) \). At the same time:

\[
x^*(k) = \arg \min_{p=1,...,P} f(x_p(k)),
\]

or

\[
x^*(k) = \arg \max_{p=1,...,P} f(x_p(k)),
\]

corresponds to the best solution found by the algorithm in its \( k \) iterations, with \( f(x^*(k)) \) representing its related cost (3) or fitness (4) function value. The formula used depends on type of optimization task (minimization – as introduced in (1) – or maximization of function \( f \)) [17].

Flower Pollination Algorithm tries to mimic a set of complex mechanisms crucial to the success of plants reproductive strategies in the optimization domain. A single flower or pollen gamete constitutes a solution of the optimization problem, with the whole flower population being actually used. Their constancy will be understood as solution fitness. Pollen will be transferred in the course of two operations used interchangeably, that is: global and local pollination. The first one employs pollinators to carry pollen to long distances towards individual characterized by higher fitness. Local pollination on the other hand occurs within limited range of individual flower thanks to pollination mediators like wind or water [17].

Flower Pollination Algorithm’s formal description using aforementioned notation and concepts will be given below (as Algorithm 1). It can be seen that global pollination occurs with probability \( prob \) defined by so called switch probability. If this phase is omitted local pollination takes place instead. The first one constitutes of pollinator’s movement towards best solution \( x^*(k) \) found by the algorithm, with \( s \) representing \( D \)-dimensional step vector following a Lévy distribution:

\[
L(s) \sim \frac{\lambda \Gamma(\lambda)}{\pi s^{1+\lambda}}, \ (s \gg s_0 > 0),
\]

with \( \Gamma \) being the standard gamma function and parameters \( \lambda = 1.5, s_0 = 0.1 \) as suggested by Yang [18]. Practical method for obtaining step sizes \( s \) following this distribution by means of Mantegna algorithm are given in [19]. Local pollination includes two randomly selected members of the population and is performed via movement towards them, with randomly selected step size \( \epsilon \). Finally, the algorithm is terminated when number of iteration \( k \) reaches predetermined limit defined by \( K \) [17].

**Algorithm 1** Flower Pollination Algorithm [17]

1: \( k \leftarrow 1 \) \{initialization\}
2: \( f(x^*(0)) \leftarrow \infty \)
3: for \( p = 1 \) to \( P \) do
4: \( \text{Generate}_\text{Solution}(x_p(k)) \)
5: end for
6: \{find best\}
7: for \( p = 1 \) to \( P \) do
8: \( f(x_p(k)) \leftarrow \text{Evaluate}_\text{Quality}(x_p(k)) \)
9: if \( f(x_p(k)) < f(x^*(k-1)) \) then
10: \( x^*(k) \leftarrow x_p(k) \)
11: else
12: \( x^*(k) \leftarrow x^*(k-1) \)
13: end if
14: end for
15: \{main loop\}
16: repeat
17: for \( p = 1 \) to \( P \) do
18: if \( \text{Real}_\text{Rand}_\text{in}(0,1) < \text{prob} \) then
19: \{Global pollination\}
20: \( s \leftarrow \text{Lévy}(s_0, \gamma) \)
21: \( x_{\text{trial}} \leftarrow x_p(k) + s(x^*(k) - x_p(k)) \)
22: else
23: \{Local pollination\}
24: \( \epsilon \leftarrow \text{Real}_\text{Rand}_\text{in}(0,1) \)
25: \( r, q \leftarrow \text{Integer}_\text{Rand}_\text{in}(1,M) \)
26: \( x_{\text{trial}} \leftarrow x_p(k) + \epsilon(x_q(k) - x_r(k)) \)
27: end if
28: \{Check if new solution better\}
29: \( f(x_{\text{trial}}) \leftarrow \text{Evaluate}_\text{Quality}(x_{\text{trial}}) \)
30: if \( f(x_{\text{trial}}) < f(x_p(k)) \) then
31: \( x_p(k) \leftarrow x_{\text{trial}} \)
32: \( f(x_p(k)) \leftarrow f(x_{\text{trial}}) \)
33: end if
34: end for
35: \{find best and copy population\}
36: for \( p = 1 \) to \( P \) do
37: if \( f(x_p(k)) < f(x^*(k-1)) \) then
38: \( x^*(k) \leftarrow x_p(k) \)
39: else
40: \( x^*(p) \leftarrow x^*(k-1) \)
41: end if
42: \( f(x(k+1)) \leftarrow f(x_k) \)
43: \( x(k+1) \leftarrow x(k) \)
44: end for
45: \( f(x^*(k+1)) \leftarrow f(x^*(k)) \)
46: \( x^*(k+1) \leftarrow x^*(k) \)
47: \text{stop}_\text{condition} \leftarrow \text{Check}_\text{stop}_\text{condition}() \)
48: \( k \leftarrow k + 1 \)
49: until \text{stop}_\text{condition} = \text{false} \)
50: return \( f(x^*(k)), x^*(k), k \)
B. Clustering and its Validation with Calinski-Harabasz Index

Let \( Y \) denote \( M \times N \) data matrix:

\[
Y = \begin{bmatrix}
y_1 & y_2 & \cdots & y_M
\end{bmatrix}^T.
\]

Each of \( N \) columns of this matrix will be referred later in this paper as a feature and one of \( M \) rows as a dataset element or a case.

The task of clustering is equivalent to finding an assignment of data elements \( y_1, \ldots, y_M \) to one of sets (clusters) \( CL_1, CL_2, \ldots, CL_C \). For each non-empty cluster \( CL_i \), it is useful to define its centroid \( u_i \in \mathbb{R}^N \) using:

\[
u_i = \frac{1}{M_i} \sum_{y_j \in CL_i} y_j, \quad i = 1, \ldots, C
\]

where \( M_i \) constitutes cluster’s \( i \) cardinality. Similarly \( U \) represents the center of gravity of the whole dataset:

\[
U = \frac{1}{M} \sum_{j=1}^{M} y_j.
\]

Finding adequate partition matching dataset’s structure remains a challenging task, even for known number of clusters \( C \). The procedure of estimating how well a clustering recovers natural groups present in the dataset is known as a cluster validation [20]. If correct solution is unavailable solely internal validation techniques, i.e. using only partitioned data, can be used. Calinski-Harabasz index belongs to this group of methods. It is expressed as a ratio of between-cluster variance and the overall within-cluster variance:

\[
I_{CH} = \frac{N - C}{C - 1} \frac{\sum_{i=1}^{C} d(u_i, U)}{\sum_{i=1}^{C} \sum_{y_j \in CL_i} d(y_j, u_i)}
\]

Well-defined clustering solutions yield high values of \( I_{CH} \) index. In a recent comparative study this index was demonstrated to be one of the best cluster validation tools [21], it is therefore used in this paper as a crucial element of algorithm’s cost function.

III. USING FPA IN CLUSTERING

For solving clustering problem with heuristic optimization algorithm two important aspects need to be settled beforehand, namely: solution representation and cost function definition.

In the approach introduced here clustering solution is represented by a vector of cluster centers:

\[
x_p = [u_1, u_2, \ldots, u_C].
\]

It means that the effective dimensionality \( D \) of solution vector \( x_p \) is equal to \( C \times N \).

To evaluate the clustering each data element \( y_i \) is assigned to the cluster with the closest center. Then cost function \( f(x_p) \) for individual \( p \) is obtained using formula:

\[
f(x_p) = \frac{1}{I_{CH,p}} + \#_{CL_i \neq \emptyset, i = 1, \ldots, C}
\]

that is by adding to the inverse value of Calinski-Harabasz index – calculated for solution \( p \) – the number of empty clusters found in this clustering solution denoted by \( \#_{CL_i = \emptyset, i = 1, \ldots, C} \). It essentially penalizes partitions which do not contain desired number of clusters.

IV. EXPERIMENTAL STUDIES

One of the main goals of conducted experiments was to examine the relative performance of FPA-based procedure. Popular K-means algorithm was used as a point of reference. The following part of the paper covers the details of algorithms’ computational evaluation.

For computational experiments a set of standard synthetic clustering benchmark instances known as S-sets was used [22]. Figure 1 demonstrates structure of those two dimensional data sets. It can be seen that they are characterized by different degree of cluster overlapping.

![Fig. 1: Scatter plots for s1 (a), s2 (b), s3 (c) and s4 (d) datasets](image)

To make the study more representative six additional real-world problems, taken from UCI Machine Learning Repository were taken into consideration [23]. Table I characterizes all datasets used in this paper for experimental evaluation. For each instance it reports dataset size along with number of clusters \( C \) which can be identified in its structure. For non-synthetic problems it was naturally assumed that each class manifests itself as a single cluster.

As a performance indicator Rand index [24] which measures similarity between clusterings was used. Solutions obtained with investigated algorithms were compared with the reference cluster/class labels. The Rand index is characterized by a value between 0 and 1, with 0 suggesting that the two clusterings do not agree on any pair of points and 1 indicating that they represent exactly the same solution.

K-means clustering and FPA-based clustering were executed 30 times. For FPA we used a population of \( P = 20 \) individuals, the algorithm was terminated when \( C \times N \times 1000 \) cost function evaluations were achieved. It naturally made the
TABLE I: Experimental datasets description

<table>
<thead>
<tr>
<th>Dataset</th>
<th>M</th>
<th>N</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1</td>
<td>5000</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>s2</td>
<td>5000</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>s3</td>
<td>5000</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>s4</td>
<td>5000</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>glass</td>
<td>214</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>seeds</td>
<td>210</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>heart</td>
<td>270</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>yeast</td>
<td>1484</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

length of search space exploration process dependent on its dimensionality. Summary of obtained results was provided in Table II. It lists mean values of Rand index \( R \) along with its standard deviation \( \sigma(R) \). Among studied algorithms FPA-based clustering was found to be the better-performing one. It not only achieves high performance but is also less prone to entrapment by local minima. Relation between algorithm’s performance indicators was also studied by means of pairwise T-tests. In majority of cases the advantage of FPA clustering proved to be statistically meaningful at 0.99 significance level.

TABLE II: Clustering accuracy measured with Rand index

<table>
<thead>
<tr>
<th>K-means clustering</th>
<th>FPA clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{R} )</td>
<td>( R )</td>
</tr>
<tr>
<td>s1</td>
<td>0.980</td>
</tr>
<tr>
<td>s2</td>
<td>0.974</td>
</tr>
<tr>
<td>s3</td>
<td>0.954</td>
</tr>
<tr>
<td>s4</td>
<td>0.944</td>
</tr>
<tr>
<td>glass</td>
<td>0.619</td>
</tr>
<tr>
<td>wine</td>
<td>0.711</td>
</tr>
<tr>
<td>iris</td>
<td>0.882</td>
</tr>
<tr>
<td>seeds</td>
<td>0.877</td>
</tr>
<tr>
<td>heart</td>
<td>0.522</td>
</tr>
<tr>
<td>yeast</td>
<td>0.679</td>
</tr>
</tbody>
</table>

Presented results where obtained for recommended switch probability value \( \text{prob} = 0.8 \) established in our previous experiments [17]. It is a single adjustable coefficient present in the algorithm scheme. To demonstrate the effect of this parameter we have performed additional experiments with varying \( \text{prob} \) for the glass dataset (the one for which the value of \( \sigma(R) \) was the highest). Figure 2 demonstrates means and standard deviations of Rand index obtained in this test. It can be seen that the algorithm is not very sensitive to the alterations of parameter \( \text{prob} \), with the exclusion of boundary cases (close to 0 and 1). It is another positive feature of the clustering algorithm constructed with the use of Flower Pollination Algorithm.

Fig. 2: Mean (a) and standard deviation (b) of Rand index for varying switch probability (glass dataset)

V. CONCLUSION

The paper examined a possibility of using modern nature-inspired technique of Flower Pollination Algorithm for cluster analysis tasks, with Calinski-Harabasz index being employed as the essential element of algorithm’s cost function.

We found that FPA-based solution offers high clustering accuracy. For majority of investigated benchmark problems it outperformed standard K-means algorithm both in terms of mean quality of obtained solutions and stability of final results. It means that proposed approach can be used in a variety of real-world engineering tasks were superior accuracy is needed e.g. image segmentation, fuzzy modeling and control [25].

Follow-up studies will include hybridization of FPA with K-means as it can be achieved for any population based optimization technique [26]. Using other well-performing cluster validation indices like Silhouette, COPand and SDbw could be under investigation. As Flower Pollination Algorithm was found to be very effective in multiobjective optimization [27] an option of FPA-based cluster analysis taking into account additional important clustering aspects could be explored as well. Finally, further experiments involving other novel metaheuristic algorithms along with respective comparative analysis are being planned.
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