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Abstract

In the paper methods aimed at handling high-dimensional weather forecasts
data used to predict the concentrations of PM10, PM2.5, SO,, NO, CO
and Oj are being proposed. The procedure employed to predict pollution
normally requires historical data samples for a large number of points in time
— particularly weather forecast data, actual weather data and pollution data.
Likewise, it typically involves using numerous features related to atmospheric
conditions. Consequently the analysis of such datasets to generate accurate
forecasts becomes very cumbersome task. The paper examines a variety of
unsupervised dimensionality reduction methods aimed at obtaining compact
yet informative set of features. As an alternative, approach using fractional
distances for data analysis tasks is being considered as well. Both strategies
were evaluated on real-world data obtained from the Institute of Meteorology
and Water Management in Katowice (Poland), with extended Air Pollution
Forecast Model (e-APFM) being used as underlying prediction tool. It was
found that employing fractional distance as a dissimilarity measure ensures
the best accuracy of forecasting. Satisfactory results can be also obtain-
ed with Isomap, Landmark Isomap and Factor Analysis as dimensionality
reduction techniques. These methods can be also used to formulate univer-
sal mapping, ready-to-use for data gathered at different geographical areas.
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1. Introduction

The time series analysis and their forecasting constitute one of the most
important tasks in many fields — starting with finance and economics (Go-
darzi et al., 2014), (J. et al., 2015) through social (Ozer et al., 2012), polit-
ical analysis (Royes and Bastos, 2006) and finishing with forecasts relating
to phenomena identified in nature (Karatzas et al., 2008). Individuals try
to predict success in life or in investments and — on the other hand — or-
ganisations make plans, based on forecasts, to build new infrastructure. In
economy, planners predict demands on stock and services, auction prices on
the stock exchange or currency exchange rates. Thus the possibility of shrewd
forecasting became significantly relevant and practices how to create a good
forecast have been developed for years. Variety of methods described in the
literature are predominantly used to forecasting in finance and economics.
Predicting natural phenomena is however also a matter of intensive research.
Weather/air condition described by meteorological parameters (Sudheer and
Suseelatha, 2015) or pollution concentrations (Sariand Oztaysi, 2012; Xi-
hao Sun, 2014) represent physical processes frequently studied — as associated
with daily life of every individual. Last years brought a variety of new meth-
ods and their modifications aimed at improving prediction accuracy. The
commonly used recent approaches for air quality forecasting include multiple
linear regression (Genc et al., 2010), stepwise regression and wavelet analy-
sis (Chen et al., 2013), artificial neural networks (Feng et al., 2015), Wang
et al. (2015), fuzzy logic (Guo et al., 2007), neuro-fuzzy logic (Mishra and
Goyal, 2016) and hidden Markov models (Sun et al., 2013). As for other
relatively new proposals, in 2010 a geographic based model to forecast the
daily average concentrations of SOy, CO and PM10 three days in advance
using MLP was introduced (Kurt and Oktay, 2010). Authors employed three
geographic models: the single-site neighborhood model, the two-site neigh-
borhood model and distance-based model. Experimental results showed that
geographic based models perform better than the plain ones, especially when
distance-based approach is being used. In (Osowski and Garanty, 2007) an
alternative approach employing wavelet transformation with ANN ensemble
was used to predict the daily average concentrations of PM10. Such newly-



created created hybrid system based on several types of ANN and wavelet
transformation proved to be effective tool for air quality forecasting.

In general weather forecasts belong to a class of data sets referred to as
multidimensional (or high-dimensional) data. For example, one daily fore-
cast from Consortium for Small Scale Modelling Local Model (COSMO LM)
(Doms and Schattler, 2002) being used in this paper is represented by a
matrix of 27 parameters captured every hour — for 72 hours. Challenges of
analysing such data structures become clear — especially when we want to
treat weather forecasting problem as multivariate one, not only as a time
series analysis for a set of individual separate parameters.

The most important challenge of multidimensional data analysis is scal-
ability. It is connected with a set of phenomena commonly referred to as
a curse of dimensionality. The complexity of many existing data mining
algorithms grows exponentially with respect to the number of dimensions.
In addition to that the specificity of similarities between points in a high
dimensional space diminishes (Maimon and Rokach, 2010). The problems
with multidimensional data are usually dealt in two ways. The first is to use
fractional distance as a dissimilarity measure among data sample elements.
The second one is to apply specialized methods to reduce data dimensionality
(Aggarwal et al., 2001; Beyer et al., 1999; Nowakowska et al., 2016).

In the paper we present and analyse the performance of those techniques
— when dealing with high dimensionality weather forecast data. The general
task of forecasting here is to predict the concentrations of PM10, PM2.5,
SO,, NO, CO and O3. We build up in this aspect on our previous studies
establishing a core of forecasting method. It is based on two interchangeably
used techniques employing explorative forecast procedure (Domanska and
Wojtylak, 2014). In this scheme forecast factors are represented by data
samples concerning the future (forecasts for the meteorological conditions
which are already available) which coexist with historical data, i.e. data from
the present and the past, and are correlated with them. The idea of prediction
using explorative forecast is based on the similarity between the historical
data and the data concerning the future. The result of forecasting is time
series data for the chosen phenomenon. The diagram of explorative forecast
methodology, as defined in (Domanska and Wojtylak, 2014), is presented in
Fig. 1.

The goal of the contribution is to study methods capable of alleviating
a problem of highly dimensional forecasting data. To our best knowledge it
is the first effort to compare efficiency of a vast selection of dimensionality



reduction methods, along with fractional distances, for this class of data
mining tasks. The paper is organised as follows. In Section 2 we discuss issues
related with multidimensional data mining and describe a variety of methods
typically used to deal with high dimensionality of datasets. In Section 3
we present selected problem of air pollution forecasting and demonstrate
complexity of available input data. Section 4 contains results of experiments
evaluating possible solutions of studied data mining problem along with their
discussion. Finally, in Section 5 some concluding remarks are given.

2. Dealing with Multidimensional Data

Let us assume that the dataset is of numerical nature, whose n fea-
tures’ values can be represented by real numbers. It consists of m elements
X1, Xy eey Ty, With z; € R® 2 =1, ....m.

Traditional data mining algorithms employ the distance measure d : R™ x
R"™ — [0, +00) defined by the Euclidean metric:

d(l‘, y) = Z(xz - yi)27 (1>

=1

where x = (21, ...,z,) and y = (y1, ..., Yn)-

In the case of multidimensional datasets however, the ideas of proximity
and distance, based on such metric could not be qualitatively significant
(Aggarwal et al., 2001). It is due to the so called curse of dimensionality,
that in general refers to phenomena which occur when analysing datasets in
high-dimensional spaces. It includes exponential grow of sample size needed
to achieve proper efficiency of data analysis with increasing dimensionality, so
called “empty space phenomenon” and vanishing of distances between close
and distant points when using typical norms — like Euclidean one (Lukasik
and Kulezycki, 2011).

The problem of data dimensionality and its consequences can be tackled
by using more sophisticated distance measures: shared-neighbor distance,
hubness-aware measures and — most frequently — by employing fractional p-
norms. The first relies on rankings of data objects constructed on the basis
of some primary distance measure (Houle et al., 2010). The second identifies
influential nodes (hubs) in k-nearest neighbour graphs and tries to decrease
the impact of those which occur due high dimensionality of the problem



at hand (Tomasev et al., 2014). Finally, fractional p-norm constitutes a
generalization of (1) formulated as follows:

n 1/p
d(z,y) = (ZH% —%H”) : (2)

where x = (x1,...,2,) and y = (y1,...,y,) with p € (0,1). In practical
applications experimental determination of the exact value for p can be rec-
ommended (Frangois et al., 2011).

As an alternative to sophisticated dissimilarity measures algorithms re-
ducing the number of features are often being employed. They are com-
monly referred to as dimensionality reduction algorithms (or in short DR
algorithms). This reduction can be achieved in two ways, either by choosing
N most significant coordinates/features (feature selection) or through the
construction of a reduced data set, based on initial features (feature extrac-
tion) (Inza et al., 2000; Xu and Wunsch, 2009). The latter can be treated
as more general — the selection is a particularly simple case of extraction.
Noteworthy among extraction procedures are linear methods, where the re-
sulting data set Y is obtained through the linear transformation of initial set
X, therefore using the formula:

Y =X-A, (3)

where A is a matrix of dimension n x N, as well as nonlinear methods
for which the transformation can be described by the nonlinear function
g : R" — RY. This group also contains the methods for which such a
functional dependence, expressed explicitly, does not exist (Kulezycki and
Lukasik, 2014). Characteristics of data dimensionality reduction techniques
can also include other important features, e.g. authors in the paper (Lee and
M. Verleysen, 2007) point out twelve qualification criteria which can be used
to describe and categorize them. The ability to create general model which
can be used to obtain reduced representation of new data points is one of
great importance. This feature is commonly referred to as out-of-sample ex-
tension. It not only allows to perform dimensionality reduction once and then
use its results for incoming data, but also permits using smaller subset of ini-
tial data entries to formulate the mapping. Consequently such a technique is
particularly useful in case of large datasets and sophisticated dimensionality
reduction procedures. Other important characteristic of algorithms covered



here is the ability to work autonomously, without using results of explo-
ration procedures. Techniques possessing this property, through analogy to
machine learning methods, are termed as unsupervised (Bartenhagen et al.,
2010; Kumar, 2009).

There exists a vast literature providing a survey of the state-of-art in the
field of data dimensionality algorithms (e.g. (Burges, 2010) or (Sarveniazi,
2014)). Among them (Maaten van der et al., 2009) deliver the most compre-
hensive systematic overview of methodological approaches being employed
for feature extraction tasks. They are classified into two major groups: con-
vex and non-convex techniques (Maaten van der et al., 2009). It underlines a
character of optimized objective function — non-convex techniques optimize
functions which contain local optima, whereas convex ones deal with uni-
modal cost functions. Table 1 provides examples of dimensionality reduction
techniques, along with their properties, required parameters (including their
values used in the paper established through bibliographical studies) and re-
lated references. As all of them will be employed in the subsequent part of
the paper they will be covered briefly in the following part of this Section.

Principal Component Analysis (PCA) constitutes standard and most
commonly used linear dimensionality reduction. Its roots can be traced
back to works of Pearson (Pearson, 1901) and Hotelling (Hotelling, 1933).
PCA is based on orthogonal transformation, in a general form given by (3),
which transforms the data to a new reduced, feature space characterized by
the greatest variance of projected data along coordinate system axes. Tech-
nically the transformation is given by principal eigenvectors (i.e. principal
components) of the standardized data sample covariance matrix. PCA does
not require significant computational effort and needs only one input param-
eter, shared by almost all DR techniques — dimensionality of reduced feature
space N. Original PCA algorithm found numerous modifications and im-
provements. Notably, Probabilistic Principal Component Analysis (Roweis,
1997) (in short: ProbPCA) generates a linear-Gaussian latent-variable model
which allows to tackle problems for which computation of the eigenvectors
might be infeasible. It is due to a possibility of using ExpectationMaximiza-
tion (EM) algorithm for ProbPCA and enables handling missing data appro-
priately. ProbPCA requires number of EM algorithm iterations i,,,, as an
additional input parameter. Factor Analysis, introduced first by Spearman
(Spearman, 1904) share the idea of using linear-Gaussian model, it assumes
however that model and sample covariances are equal (Burges, 2010). Again
providing number of EM algorithm iterations 4,,,, is necessary.
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Kernel PCA represents another important modification of PCA by using
so called “kernel trick” (Schélkopf et al., 1998). Instead of principal eigen-
vectors of the covariance matrix Kernel PCA uses the eigenvectors of kernel
matrix, created by transforming dataset by means of selected positive-semi
definite kernel function K, choice of which can be considered as an input
parameter (typically normal kernel Ky can be used). Consequently Kernel
PCA benefits from a property of constructing nonlinear mappings.

Preserving pairwise distances throughout the dimensionality reduction
process represents an intuitive goal of feature set reduction. Multidimen-
sional Scaling (MDS) — procedure which generally aims at embedding sam-
ple with given dissimilarity data into a low-dimensional Euclidean space —
can be used for that purpose (Cox and Cox, 2000). Classical MDS solves
the problem of minimizing sum of squared Euclidean distance between the
high and low-dimensional data representation by the eigendecomposition of
the Gram matrix of the high-dimensional data. When the number of points
is very large it may become problematic. Landmark MDS (LMDS) aims at
overcoming those difficulties. It first selects a set of r; representative sam-
ple elements, referred to as landmark points, constructs their embedding in
reduced feature space and finally applies distance-based triangulation to ob-
tain new representation of the whole dataset (de Silva and Tenenbaum, 2004).
The ratio of landmark points is the only input parameter required for LMDS.
Stochastic Proximity Embedding (SPE) constitutes another implementation
of MDS concept. Like Sammon Mapping (Sammon, 1969) SPE formulates
MDS as an optimization problem with the sum of differences among dis-
tances in the initial and reduced feature spaces — so called stress function —
being treated as an actual indicator of mapping’s quality. SPE can be also
aimed at optimizing this function only within neighbourhood of each sample
element of specified radius. Furthermore, SPE uses iterative update of the
low-dimensional dataset’s representation, with two additional parameters —
number of points updated in each iteration m,, and A — learning parameter
which is decreased in every step of SPE procedure.

Another class of DR algorithms is based on preserving pairwise geodesic
(measured over the manifold) distances between data points. Isomap (IM)
— established representative of this group of methods — estimates those dis-
tances using the shortest path between two points in the neighbourhood
graph (every data point is connected with its k neighbours, with & being IM
parameter). Formed pairwise geodesic distance matrix is then transformed
using classical MDS (Tenenbaum et al., 2000). Landmark Isomap (LIM)
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constitutes a modification of this approach by creating distance matrix for
each data element but only to the selected landmark points (de Silva and
Tenenbaum, 2003). Again, a ratio of landmark points needs to be provided.

Local Linear Embedding (LLE) represents a typical method of local non-
linear dimensionality reduction. Similarly to Isomap it constructs a neigh-
bourhood graph first. However LLE preserves only a local geometry of the
manifold around each data sample element by representing it through a linear
combination — the so-called reconstruction weights — of its k nearest neigh-
bours, number of which has to be supplied. Technically low dimensional em-
bedding is constructed by using eigenvectors — corresponding to the smallest
non-zero eigenvalues — of the inner product of reconstruction weight matrix
W subtracted from the identity matrix I (Roweis and Saul, 2000). Laplacian
Eigenmaps (Laplacian in short) is another technique of this kind, i.e. aimed
at preserving local properties of the manifold. It includes additional weights
corresponding to the proximity index in the k-nearest neighbourhood set. It
means that the nearest neighbor contribution to the minimized cost function
is the highest. Identifying low dimensional embedding is again formulated as
eigenvalue problem by means of spectral graph theory (Belkin and Niyogi,
2003). As the weights of the edges in the neighbourhood graph are computed
using the Gaussian kernel function an additional parameter — deviation of
this function ¢ — needs to be provided. Linear variants of this technique —
Locality Preserving Projections (LPP) and Neighbourhood Preserving Em-
bedding (NPE) — can also be named (He and Niyogi, 2003; He et al., 2005).

The following two techniques: Local Tangent Space Alignment (LTSA)
and Linear Local Tangent Space Alignment (LLTSA) employ a concept of
a tangent space. LTSA first identifies local properties of a dataset by con-
structing tangent spaces for each data element. It is done by means of PCA
executed on a set of k-nearest neighbours. Then a mapping from a local tan-
gent space coordinates to the low-dimensional data representation is being
performed (Zhang and Hongyuan, 2004). LLTSA constitutes a modification
of this approach — it uses linear approximation of LTSA mapping (Zhang
et al., 2007). Both algorithms require providing a value of k as an input
parameter.

The most recent technique being analysed here is t-Distributed Stochas-
tic Neighbourhood Embedding (t-SNE). It represents an improved variant
of Stochastic Neighbourhood Embedding (SNE) introduced by Hinton and
Roweis (Hinton and Roweis, 2002). SNE techniques start with calculating
similarity matrices in both the original data space and in the low-dimensional
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embedding space in a way, that the similarities form a probability distribu-
tion over pairs of objects (van der Maaten and Hinton, 2008). The probabil-
ities in t-SNE are given by Student-t kernel computed from the input data
and from the embedding. The mapping itself is synthesized by minimizing
the Kullback-Leibler divergence between the two probability distributions.
t-SNE requires providing desired perplexity p of kernels used for forming
similarity matrices.

To conclude the list of exemplary dimensionality reduction techniques
an unconventional algorithm of Random Projections (RP) will be named.
Similarly to PCA it construct linear mapping. It is based however on ran-
domly generated transformation matrix of given size. A rationale behind
this technique is based on the Johnson-Lindenstrauss lemma (Johnson and
Lindenstrauss, 1984). It states that if initial dataset elements are projected
into a randomly selected subspace of appropriately high dimension, then the
distances between those points are approximately preserved.

Finally, it is important to observe that all methods of feature extraction
covered above require providing dimensionality of reduced feature space V.
The problem of estimating intrinsic dimensionality of a dataset to select
proper value of N is very important from the data mining perspective.
Overview of possible solutions can be found in (Camastra, 2003). Practically
a criterion based on explained variance is frequently employed. Alternatively
for example the Maximum Likelihood Estimator (MLE) can be used (Levina
and Bickel, 2005). This approach was selected to be applied here.

3. Problem of Data Dimensionality and Air Pollution Forecasting

Climate data analysis constitutes one of the areas where effective tech-
niques of multidimensional data mining are of great importance. Climatic
models involve using numerous parameters which need to be included into the
scheme of forecasting. As such weather and pollution forecasting represents
a big data challenge (Rose, 2012; Zheng et al., 2013, 2015) characterized inter
alia by plethora of available features. Existing studies dealing with this issue
involve employing selected method of dimensionality reduction. In particular
the applications of Isomap (Ross et al., 2008), PCA (Lopez, 2006) and Diffu-
sion Maps (Gonzalez et al., 2012) were under investigation. No possibility of
using variety of methods — and fractional distances at the same time — was
explored up to date.



Weather and pollution level forecasts are computed using mathematical
equations for the physics and dynamics of the atmosphere. A variety of
numerical atmospheric prediction models (Baer, 2000) and air quality fore-
casting models (Zhang et al., 2012a,b) are being used. However neither of the
used weather forecasts models have accurate verifiability, so various centers
are using different models. For example in Poland Interdisciplinary Centre
for Mathematical and Computational Modelling at the University of Warsaw
is using unified model — Coupled Ocean/Atmosphere Mesoscale Prediction
System and wind wave model (Jakubiak et al., 2007). Governmental In-
stitute of Meteorology and Water Management on the other hand employs
COSMO LM - which will be used in this study as well.

The model considered in the paper forecasts pollution concentrations, e.g.
particulate matter PM10 and PM2.5 as well as SOy, NO, CO, O3 for any
chosen day (usually next day) or hours. Explorative forecast procedures will
be realized using e-APFM technique (Domariska and Wojtylak, 2014) — an
extension of the older APFM algorithm (Domanska and Wojtylak, 2012a).
The input data for APFM model were weather forecasts (past-future), me-
teorological parameters and pollution concentrations (past-present). In the
e-APFM additional information in the form of wind direction in sectors and
similarities among meteorological stations is available. The output are pre-
dicted values of pollution concentrations. The process of e-APFM model
formulation is divided into following steps:

Step 1. Data preparation.

Step 2. Defining the set of similar weather forecasts.

Step 3. Defining the subset of similar meteorological parameters.

Step 4. Defining the set of fuzzy numbers (FN) for the subset of meteoro-
logical parameters.

Step 5. Determining the degrees of membership of a subset of meteorological
parameters to the fuzzy numbers, and defining the set of similar meteorolog-
ical parameters.

Step 6. Defining the set of similar pollution parameters.

Step 7. Updating of the similar pollution parameters set with the similarity
of a chosen station to the other stations.

Step 8. Calculating the forecast outputs.

The APFM model does not include step number 7. The core of both algo-
rithms is calculation of similarities, in particular between weather forecasts
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— data structures used for that purpose will be described below. One hourly
forecast is represented as a matrix of 27 parameters. Daily forecasts are
formed from hourly forecasts collected for 72 hours, with time step equal
to 1 hour. The numeric weather forecasts used in the paper are similar to
the ones employed already in (Domanska and Wojtylak, 2012a). They come
from the COSMO LM model obtained for Silesian Area in Poland and were
collected between January 1st 2005 and December 31st 2012. A summary of
variables, including their ranges are given in Table 2.

4. Experimental Setup and Selected Results

4.1. Error measure

The output from the model represents time series data of pollution con-
centrations for 72 hours with one hour time step. To estimate quality of the
forecast RMSE measure has been used (Domanska and Wojtylak, 2012b).
Let ¢ be a time series of the forecasted phenomenon in period {1,..., N}
and h be a measured (actual) course of the forecast phenomenon in the same
period.

Then the RMSE (Root Mean Square Error) error is defined as follows:

RMSE = | 3 (0 — b (1)

=1

4.2. Meteorological database

The meteorological database used in the experiments consists of numeric
weather forecasts. The database composed of meteorological parameters and
pollution concentrations was collected from 1 January 2005 to 31 December
2012. All the data was collected with a time step At = 1 hour. It means that
for each area it contains 231 786 entries (in other words dataset numerosity
m = 210384).

In the paper values of pollution concentrations come from three stations:
Wodzislaw Slaski, Cieszyn and Katowice. The time horizon for weather
forecasts was 72 hours and for all other data 24 hours.

4.3. Experiments

As the core of e-APFM consists of calculating distances between forecasts
various strategies of dealing with multidimensional data were implemented
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in this step. Traditional approach based on the Euclidean distance was com-
pared with fractional distance (with p = 0.5 established experimentally) and
dimensionality reduction algorithms covered in Section 2. For the latter as
intrinsic dimensionality N = 7 was used. This specific value was obtained
by employing MLE estimator introduced briefly in Section 2.

Experiments were conducted using two schemes of air pollution forecast
calculation. In the first (referred to as hourly forecast) the forecasts were
obtained with step equal 1 hour, time horizon equal 72 hours and the con-
centration of pollutants was averaged for each consecutive day (41 day, +2
day, +3 day). In the second scheme (called daily average) the forecasts
were calculated as a single mean value for each day. Additionally three
variants of forecasting methods used to create one time series from a set
of similar time series using meteorological data were employed: average, a-
standardization, af-standardization. More details on those procedures can
be found in (Domanska and Wojtylak, 2009).

Full set of results for the following air pollution forecasting instances:

e hourly forecast for Katowice station, e-APFM average method

e hourly forecast for Katowice station, e-APFM a-standardization method
e hourly forecast for Katowice station, e-APFM a(-standardization method
e hourly forecast for Wodzislaw Slaski station, e-APFM average method

e hourly forecast for Wodzislaw Slaski station, e-APFM a-standardization
method

e hourly forecast for Wodzislaw Slaski station, e-APFM «/3-standardiza-
tion method

e daily average forecast for Cieszyn station, e-APFM average method

e daily average forecast for Cieszyn station, e-APFM a-standardization
method

e daily average forecast for Cieszyn station, e-APFM af-standardization
method

e daily average forecast for Wodzislaw Slaski station, e-APFM average
method
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e daily average forecast for Wodzislaw Slaski station, e-APFM a-stan-
dardization method

e daily average forecast for Wodzislaw Slaski station, e-APFM a/f-stan-
dardization method

was enclosed in Appendix A. It contains RMSE of forecasts for CO, NO,
O3, PM;y and SO, obtained by using various strategies of dealing with data
multidimensionality. Along with error measures their relative values, when
compared to the forecasting performance using Euclidean distance, were pro-
vided.

Table 3 summarizes the results of experiments. Strategies of alleviating
data dimensionality were ranked for each air pollution forecasting instance
by their average RMSE for all pollutants (displayed relative to Euclidean
distance-based forecasting). Mean and standard deviations were shown in
the last columns of the table.

Best performing dimensionality reduction algorithms: Principal Compo-
nent Analysis, Factor Analysis and Landmark Isomap (as less computation-
ally intensive than similar Isomap) were also evaluated in terms of error ex-
pressed in Common Air Quality Index Bands (CAQI). It represents a common
method of classifying pollution levels. Pollutants concentration was classified
into bands according to CAQI (shown in Tab. 7). Reported error represents
the difference between the observed and forecast bands in which the observed
and forecast values fall. For example if the actual and forecast pair for PM10
is (14, 31) it is reported as 1 band in the band error method, since 14 falls
into the first interval and 31 falls into the second interval. The average results
for all methods were shown in Tables 8-10. We selected NO,, O3 and PM10
concentrations as the main pollutants for the analysis. For each forecast time
frame percentages of forecasts with different error values were provided.

Aforementioned techniques were also studied for the possibility of us-
ing out-of-sample extension. For that purpose dimensionality reduction was
performed for different area then the one for which the forecast was to be
constructed. Obtained mapping was then used for forecasting — to trans-
form the data to new, reduced feature space. Tables 4-6 contains the results
of forecasting using this method, with a relative change in the RMSE value
when compared with procedure based on dimensionality reduction performed
on data used for prediction. Results for which forecasting accuracy was bet-
ter then the one using Euclidean distance were written with bold font. As
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generic out-of-sample extension is not a feature of Landmark Isomap the
Nystrom approximation (Platt, 2005) is used for this algorithm.

4.4. Discussion

Results of experiments demonstrate interesting tendencies and offer a
room for notable observations. They will be covered here in detail. First of
all it was found that employing fractional distance as a dissimilarity met-
ric causes a significant positive shift in mean RMSE over tested forecasting
instances, as well as its standard deviation. Using dimensionality reduction
on the other hand does not always ensure an improvement in prediction
accuracy. The between methods’ span of RMSE varies from 10% to 40%
of Fuclidean distance algorithm’s based RMSE. Only five methods offered
mean RMSE lower that standard forecasting algorithm based on Euclidean
distance. Here, Isomap, Landmark Isomap and Factor Analysis were shown
to be superior for all prediction instances. When taking into account fore-
casts’ time horizon it should be noted that, intuitively, in the reduced feature
space short-term prognosis are synthesized more accurately. What is more
however, if the mapping does not capture internal data structure properly,
accuracy of prediction deteriorates faster. Finally, dimensionality reduction
can be more beneficial for e-APFM based forecasting using « standardization
and af standardization method. For average method the application of some
algorithms (e.g. Kernel PCA, LLE, SPE) brought unsatisfactory results. The
analysis using CAQI allows to evaluate relative accuracy of methods with re-
spect to commonly accepted classification of air quality indicators. It was
generally observed that most of forecasts were highly accurate — with fore-
casted CAQI value being the same as the actual one. The most difficult to
predict was the concentration of PM10. When observing the results of pre-
diction using out-of-sample extension it could be noted that for most cases
using the transformation obtained for different geographical area is sufficient
to ensure accuracy which is better than the one attained for Euclidean dis-
tance. Best results were identified for CO concentration. Conversely, the
level of PM10 was the hardest to predict using this strategy.

5. Conclusion

The paper studied 17 methods which can be used for alleviating the prob-
lem of data dimensionality in air pollution forecasting. Past meteorological
data from Silesia region in Poland was employed in the experiments. They
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were aimed at establishing the solution offering best prediction accuracy in
terms of RMSE. It was identified that employing fractional distance offers
highest accuracy and is the most stable one. Three dimensionality reduction
algorithms were also found to be adequately effective, also for establish-
ing mappings which can be universally used for data obtained in different
geographical areas. FEvaluation of forecasting accuracy using Common Air
Quality Index allows to conclude that these methods ensure relatively high
conformance of forecasted pollution levels with actual CAQI values. We an-
ticipate that results of our work could be beneficial not only for research
dealing with meteorological information systems but also for other studies
related to multidimensional data analysis tackling data of the same numerical
nature. All of the calculations were implemented in the .NET environment,
and the experiments were conducted using a computer with Intel Core I5-
2520M 2.50 GHz processor, 4 GB DDR2 RAM memory running Windows 7
(64-bit).
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Appendix A. Detailed results of dimensionality reduction experiments.
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Table A.11: Results of methods for the hourly forecasting values for CO, NOsy, O3, PM;o and SO, for Katowice station
(RMSE) for e-APFM average method.

Method Measure CO NO2 O3 PM10 SO, Rank
+1day +2day +3day | +l1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | RMSE,pua.

Fractional RMSE 0.29 0.29 0.31 14.83 14.73 15.51 18.92 18.88 20.25 30.98 30.24 30.88 9.13 8.83 9.24 1
RMSE,sgua. | -171%  -14.7% -8.8% | -15.6% -12.4% -7.8% | -10.0% -114% -11.1% -7.6% -7.7% -6.1% -6.3% -4.8% 0.2% -9.4%

M RMSE 0.29 0.3 0.31 14.79 15.38 15.97 18.46 19.91 20.91 30.11 30.18 31.44 9.1 9.08 9.4 2
RMSE,spuc. | -171%  -11.8% -8.8% | -15.8% -8.5% -5.1% | -12.2% -6.6% -8.2% | -10.2% -7.9% -4.4% -6.6% -2.2% 2.0% -8.2%

LIM RMSE 0.3 0.3 0.31 14.83 15.38 15.94 18.47 19.91 20.83 30.12 30.1 31.4 9.1 9.11 9.4 3
RMSEysgue. | -14.3%  -11.8% -8.8% | -15.6% -8.5% -5.2% | -12.1% -6.6% -8.5% | -10.2% -8.1% -4.6% -6.6% -1.8% 2.0% -8.1%

PCA RMSE 0.29 0.3 0.31 14.87 15.42 16.01 18.5 19.86 20.98 30.23 30.74 32.17 9.05 9.04 9.31 4
RMSEyspuc. | -171%  -11.8% -8.8% | -15.4% -8.3% -4.8% | -12.0% -6.8% -7.9% -9.9% -6.2% -2.2% -7.1% -2.6% 1.0% -8.0%

FA RMSE 0.3 0.3 0.31 14.98 15.53 16.02 18.42 19.89 20.71 30.57 30.61 31.77 9.22 9.25 9.59 5
RMSE,sgue. | -14.3%  -11.8% -8.8% | -14.7% -7.6% -4.8% | -12.4% -6.7% -9.0% -8.9% -6.6% -3.4% -5.3% -0.3% 4.0% -7.4%

ProbPCA RMSE 0.3 0.31 0.32 14.92 15.53 16.12 18.98 20.57 21.62 30.43 30.81 32.12 9.19 9.22 9.5 6
RMSE,sgua. | -14.3% -8.8% -5.9% | -15.1% -7.6% -4.2% -9.7% -3.5% -5.1% -9.3% -6.0% -2.4% -5.6% -0.6% 3.0% -6.3%

Euclidean RMSE 0.35 0.34 0.34 17.57 16.81 16.82 21.02 21.32 22.77 33.54 32.76 32.9 9.74 9.28 9.22 7
RMSEyspuc. 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

LPP RMSE 0.37 0.36 0.37 17.24 17.32 17.23 25.78 25.77 25.66 35.62 35.73 35.85 12.1 12.27 12.15 8
RMSEqyspuel. 5.7% 5.9% 8.8% -1.9% 3.0% 24% | 22.6%  209%  12.7% 6.2% 9.1% 9.0% | 242%  322%  31.8% 12.8%

tSNE RMSE 0.37 0.37 0.37 17.38 17.45 17.45 26.01 26.34 26.41 35.85 36.01 35.93 12.25 12.45 12.47 9
RMSE,sguel. 5.7% 8.8% 8.8% -1.1% 3.8% 37% | 23.7%  23.5%  16.0% 6.9% 9.9% 9.2% | 25.8%  342%  35.2% 14.3%

Laplacian RMSE 0.36 0.36 0.36 17.36 17.46 17.52 27.31 27.63 27.63 34.45 34.27 34.68 12.47 12.72 12.91 10
RMSE,sguyel. 2.9% 5.9% 5.9% -1.2% 3.9% 42% | 299%  29.6%  21.3% 2.7% 4.6% 54% | 28.0%  37.1%  40.0% 14.7%

LTSA RMSE 0.38 0.38 0.38 17.25 174 17.39 26.8 27.14 26.99 35.98 36.1 35.83 12.58 12.8 12.81 11
RMSEqsguyel. 8.6%  11.8%  11.8% -1.8% 3.5% 34% | 27.5%  27.3%  18.5% 7.3%  10.2% 89% | 292%  37.9%  38.9% 16.2%

LMDS RMSE 0.37 0.38 0.39 17.28 17.4 17.49 26.64 26.95 27.03 35.78 36.14 36.37 12.67 12.89 12.88 12
RMSEqysguel. 5.7%  11.8%  14.7% -1.7% 3.5% 4.0% | 26.7%  264%  18.7% 6.7%  10.3%  10.5% | 30.1%  389%  39.7% 16.4%

LLTSA RMSE 0.38 0.39 0.38 17.31 17.55 17.42 26.89 27.28 27.15 36.2 36.4 36.06 12.66 12.86 12.64 13
RMSEysguel. 8.6%  14.7%  11.8% -1.5% 4.4% 3.6% | 27.9%  28.0%  19.2% 7.9%  11.1% 9.6% | 30.0%  38.6%  37.1% 16.7%

RP RMSE 0.38 0.38 0.38 17.63 17.65 17.58 25.69 26.6 26.75 36.3 36.2 36.43 13.07 13.07 12.95 14
RMSEysguel. 8.6%  11.8%  11.8% 0.3% 5.0% 4.5% | 222%  248%  17.5% 8.2%  10.5%  10.7% | 34.2%  40.8%  40.5% 16.8%

Kernel PCA RMSE 0.38 0.38 0.39 17.61 17.59 17.7 27.35 27.47 27.61 36 36.35 36.54 12.93 13.18 13.12 15
RMSE,sguel. 8.6%  11.8%  14.7% 0.2% 4.6% 52% | 301%  288%  21.3% 7.3%  11.0%  11.1% | 32.8%  42.0%  42.3% 18.1%

NPE RMSE 0.38 0.39 0.39 17.47 17.63 17.72 27.41 27.6 27.64 36.18 36.5 36.49 13.05 13.29 13.29 16
RMSEysgucl. 8.6%  14.7%  14.7% -0.6% 4.9% 54% | 30.4%  295%  21.4% 79%  11.4%  10.9% | 34.0%  432%  44.1% 18.7%

SPE RMSE 0.38 0.38 0.38 17.86 18.03 18.16 30.22 30.5 30.64 35.76 35.69 36.21 14.36 14.4 14.2 17
RMSEysguel. 8.6%  11.8%  11.8% 1.7% 7.3% 8.0% | 43.8%  43.1%  34.6% 6.6% 8.9%  10.1% | 47.4%  55.2%  54.0% 23.5%

LLE RMSE 0.39 0.39 0.4 17.65 17.7 17.96 28.74 28.86 29.07 36.28 36.54 37.51 14.74 14.84 15.26 18
RMSE,sguyel. 11.4%  14.7%  17.6% 0.5% 5.3% 6.8% | 36.7%  354% 27.7% 8.2%  11.5%  14.0% | 51.3%  59.9%  65.5% 24.4%
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Table A.12: Results of methods for the hourly forecasting values for CO, NOsy, O3, PM;o and SO, for Katowice station

(RMSE) for e-APFM «-stand. method.

Method Measure CcO NO, O3 PM10 SO, Rank
+1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | RMSE,gua.

Fractional RMSE 0.26 0.35 0.39 12.55 16.92 19.17 15.5 19.36 21.43 23.35 33.17 37.56 6.96 8.83 9.72 1
Relative RMSE [%] | -72.9% -60.2% -66.7% -3.4% -2.1% -1.0% -3.1% -3.4% -3.4% -5.8% -2.4% -2.7% -5.0% -2.1% -5.9% -16.0%

PCA RMSE 0.26 0.35 0.38 12.69 17.24 19.21 15.35 20.68 22.66 22.78 33.16 37.43 7.03 8.99 9.85 2
Relative RMSE [%] | -72.9% -60.2% -67.5% -2.3% -0.2% -0.8% -4.0% 3.2% 2.1% -8.1% -2.4% -3.1% -4.1% -0.3% -4.6% -15.0%

FA RMSE 0.26 0.35 0.38 12.68 17.18 19.19 15.27 20.56 22.28 23.27 33.5 37.47 7.09 9.04 9.92 3
Relative RMSE [%] | -72.9% -60.2% -67.5% -2.4% -0.6% -0.9% -4.5% 2.6% 0.4% -6.1% -1.4% -3.0% -3.3% 0.2% -4.0% -14.9%

™M RMSE 0.27 0.35 0.39 12.57 17.4 19.36 15.21 20.65 22.69 23.3 33.5 37.88 7.01 9 9.91 4
Relative RMSE [%] | -71.9% -60.2% -66.7% -3.2% 0.7% 0.0% -4.9% 3.0% 2.3% -6.0% -1.4% -1.9% -4.4% -0.2% -4.1% -14.6%

LIM RMSE 0.27 0.35 0.39 12.6 17.39 19.39 15.28 20.72 22.69 23.27 33.76 38.05 7.06 9.02 9.93 5
Relative RMSE [%] | -71.9% -60.2% -66.7% -3.0% 0.6% 0.2% -4.4% 3.4% 2.3% -6.1% -0.6% -1.5% -3.7% 0.0% -3.9% -14.4%

ProbPCA RMSE 0.26 0.35 0.39 12.68 17.43 19.37 15.33 20.87 22.62 23.39 33.42 38.09 7.11 9.13 9.97 6
Relative RMSE [%] | -72.9% -60.2% -66.7% -2.4% 0.9% 0.1% -4.1% 4.1% 1.9% -5.6% -1.6% -1.3% -3.0% 1.2% -3.5% -14.2%

Laplacian RMSE 0.26 0.33 0.35 14.23 17.91 19.1 21.15 24.83 25.87 24.22 33.35 36.96 7.44 9.14 10.05 7
Relative RMSE [%] | -72.9% -62.5% -70.1% 9.5% 3.6% -1.3% | 32.3%  23.9%  16.6% -2.3% -1.9% -4.3% 1.5% 1.3% -2.7% -8.6%

LTSA RMSE 0.27 0.35 0.38 13.93 17.79 19.1 20.29 23.88 24.71 25.52 36.04 39.52 7.91 10.06 11.02 8
Relative RMSE [%] | -71.9% -60.2% -67.5% 7.2% 3.0% -1.3% | 26.9%  19.2%  11.4% 3.0% 6.1% 2.4% 7.9%  11.5% 6.7% -6.4%

LPP RMSE 0.27 0.36 0.39 14.06 17.67 19.24 19.81 23.35 24.31 25.73 37.64 42.64 T.77 9.84 10.86 9
Relative RMSE [%] | -71.9% -59.1% -66.7% 8.2% 2.3% -0.6% | 23.9%  16.5% 9.6% 3.8% 10.8%  10.4% 6.0% 9.1% 5.1% -6.2%

tSNE RMSE 0.28 0.38 0.41 14.23 18.03 19.36 19.91 23.7 24.72 25.73 36.69 41.63 7.76 9.95 10.78 10
Relative RMSE [%] | -70.8% -56.8%  -65.0% 9.5% 4.3% 0.0% | 24.5% 18.3%  11.4% 3.8% 8.0% 7.8% 5.9%  10.3% 4.4% -5.6%

LLTSA RMSE 0.28 0.38 0.4 14.17 17.96 19.25 19.88 23.67 24.71 26.5 37.49 41.91 7.86 10.11 10.66 11
Relative RMSE [%] | -70.8% -56.8% -65.8% 9.1% 3.9% -0.6% | 24.3%  181%  11.4% 6.9%  10.3% 8.5% 72%  12.1% 3.2% -5.3%

NPE RMSE 0.28 0.37 0.4 14.51 18.24 19.71 20.34 24.26 25.28 25.59 36.83 41.43 7.84 10 11.03 12
Relative RMSE [%] | -70.8% -58.0% -65.8% | 11.7% 5.6% 1.8% | 272%  21.1%  13.9% 3.3% 8.4% 7.3% 7.0%  10.9% 6.8% -4.7%

LMDS RMSE 0.28 0.39 0.42 14.1 17.94 19.56 20.25 23.84 24.74 26.05 38.32 43.13 7.7 10.03 10.95 13
Relative RMSE [%] | -70.8% -55.7% -64.1% 8.5% 3.8% 1.0% | 26.6%  19.0%  11.5% 51%  12.8%  11.7% 5.0%  11.2% 6.0% -4.6%

Kernel PCA RMSE 0.29 0.38 0.41 14.71 18.55 19.78 20.4 24.06 25.16 26.57 38.07 42.65 7.78 10 10.87 14
Relative RMSE [%] | -69.8% -56.8% -65.0% | 13.2% 7.3% 22% | 27.6%  20.1%  13.4% 72%  12.0%  10.5% 6.1%  10.9% 5.2% -3.7%

RP RMSE 0.28 0.36 0.39 14.74 18.4 19.31 20.33 25.18 25.97 26.19 36.4 40.83 8.04 10.44 11.29 15
Relative RMSE [%] | -70.8% -59.1% -66.7% | 13.5% 6.5% -0.3% | 27.1%  25.6%  17.0% 5.7% 7.1% 5.7% 9.7%  15.7% 9.3% -3.6%

SPE RMSE 0.28 0.36 0.38 15.08 18.58 19.6 22.17 26.38 27.55 27.03 36.57 40.5 8.12 9.99 10.48 16
Relative RMSE [%] | -70.8% -59.1% -67.5% | 16.1% 7.5% 1.2% | 38.6%  31.6%  24.2% 9.1% 7.6% 4.9% | 10.8%  10.8% 1.5% -2.2%

LLE RMSE 0.29 0.38 0.41 15.06 18.54 20.14 21.46 25.01 26 27.73 37.83 42.67 8.26 10.44 11.51 17
Relative RMSE [%] | -69.8% -56.8% -65.0% | 15.9% 7.3% 4.0% | 34.2%  24.8%  17.2% | 11.9% 11.3%  10.5% | 12.7%  15.7%  11.4% -1.0%

Euclidean RMSE 0.96 0.88 1.17 12.99 17.28 19.36 15.99 20.04 22.19 24.78 33.98 38.61 7.33 9.02 10.33 18
Relative RMSE [%] 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%




9¢

Table A.13: Results of methods for the hourly forecasting values for CO, NOsy, O3, PM;o and SO, for Katowice station
(RMSE) for e-APFM «f-stand. method.

Method Measure CcO NO, O3 PM10 SO, Rank
+1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | RMSE,gua.

ProbPCA RMSE 0.22 0.34 0.37 12.58 18.42 20.76 15.79 22.57 24.21 25.46 38.96 43.5 717 9.93 10.79 6
Relative RMSE [%] | -26.7% -22.7% -21.3% -3.2% -2.1% -6.3% -2.8% 1.9% 0.1% -0.7% 3.5% 3.1% -1.6% 0.7% -3.9% -5.5%

Fractional RMSE 0.22 0.34 0.37 12.65 18.19 20.61 16.09 22.21 24.25 26.2 39.25 44.38 7.13 9.79 10.6 1
Relative RMSE [%] | -26.7% -22.7% -21.3% -2.6% -3.3% -7.0% -0.9% 0.2% 0.2% 2.2% 4.2% 5.2% -2.2% -0.7% -5.6% -5.4%

M RMSE 0.22 0.35 0.38 12.6 18.42 20.86 16.11 22.63 24.33 25.35 38.67 43.68 7.12 9.97 10.88 4
Relative RMSE [%] | -26.7% -20.5% -19.1% -3.0% -2.1% -5.8% -0.8% 2.1% 0.6% -1.1% 2.7% 3.6% -2.3% 1.1% -3.1% -5.0%

LIM RMSE 0.22 0.34 0.37 12.66 18.66 21.01 16.15 22.79 24.42 25.38 38.69 43.45 7.16 10.08 10.94 5
Relative RMSE [%] | -26.7% -22.7% -21.3% -2.5% -0.8% -5.1% -0.6% 2.8% 1.0% -1.0% 2.8% 3.0% -1.8% 2.2% -2.6% -4.9%

PCA RMSE 0.22 0.34 0.38 12.74 18.62 20.69 15.96 22.61 24.22 25.72 38.96 43.74 7.18 9.99 10.99 2
Relative RMSE [%] | -26.7% -22.7% -19.1% -1.9% -1.0% -6.6% -1.7% 2.0% 0.1% 0.4% 3.5% 3.7% -1.5% 1.3% -2.1% -4.8%

FA RMSE 0.22 0.34 0.38 12.59 18.61 20.77 15.85 22.44 24.26 25.42 38.78 42.93 7.33 10.32 11.25 3
Relative RMSE [%] | -26.7% -22.7% -19.1% -3.1% -1.1% -6.2% -2.4% 1.3% 0.3% -0.8% 3.0% 1.8% 0.5% 4.7% 0.2% -4.7%

Laplacian RMSE 0.23 0.33 0.36 14.72 19.69 21.56 19.72 25.89 26.72 25.49 37.22 41.36 6.92 8.95 9.92 7
Relative RMSE [%] | -23.3% -25.0% -23.4% | 13.3% 4.7% 27% | 214%  16.8%  10.5% -0.5% -1.1% -1.9% -5.1% -9.2%  -11.7% -2.5%

Euclidean RMSE 0.3 0.44 0.47 12.99 18.81 22.15 16.24 22.16 24.19 25.63 37.65 42.18 7.29 9.86 11.23 18
Relative RMSE [%] 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

LPP RMSE 0.24 0.36 0.39 14.25 19.53 21.5 19.13 24.64 26.31 26.79 39.2 43.7 7.29 9.93 10.98 9
Relative RMSE [%] | -20.0% -18.2% -17.0% 9.7% 3.8% 2.9% | 17.8%  11.2% 8.8% 4.5% 4.1% 3.6% 0.0% 0.7% -2.2% 0.3%

tSNE RMSE 0.25 0.36 0.4 14.51 19.71 21.63 194 24.55 25.97 26.46 39.29 44.04 7.27 9.92 10.86 10
Relative RMSE [%] | -16.7% -18.2% -14.9% | 11.7% 4.8% -2.3% | 195%  10.8% 7.4% 3.2% 4.4% 4.4% -0.3% 0.6% -3.3% 0.7%

LTSA RMSE 0.24 0.36 0.39 14.25 19.49 21.3 19.47 24.56 25.79 27.1 39.82 43.47 7.54 10.25 11.23 8
Relative RMSE [%] | -20.0% -182% -17.0% 9.7% 3.6% -3.8% | 19.9%  10.8% 6.6% 5.7% 5.8% 3.1% 3.4% 4.0% 0.0% 0.9%

LMDS RMSE 0.24 0.37 0.4 14.32 19.44 21.63 20.25 25.38 26.49 26.5 39 44.36 7.25 10.13 10.96 13
Relative RMSE [%] | -20.0% -15.9% -14.9% | 10.2% 3.3% -23% | 24.7%  14.5% 9.5% 3.4% 3.6% 5.2% -0.5% 2.7% -2.4% 1.4%

LLTSA RMSE 0.25 0.36 0.39 14.36 19.53 21.33 20.29 25.12 26.47 27.4 40.17 44.25 7.44 10.16 11.01 11
Relative RMSE [%] | -16.7% -18.2% -17.0% | 10.5% 3.8% S3.7% | 24.9%  13.4% 9.4% 6.9% 6.7% 4.9% 2.1% 3.0% -2.0% 1.9%

RP RMSE 0.24 0.35 0.39 14.61 19.79 21.76 19.6 26.26 27.46 26.53 39.35 43.86 7.44 10.46 11.26 15
Relative RMSE [%] | -20.0% -20.5% -17.0% | 12.5% 5.2% -1.8% | 20.7%  18.5%  13.5% 3.5% 4.5% 4.0% 2.1% 6.1% 0.3% 2.1%

Kernel PCA RMSE 0.25 0.37 0.41 14.89 20.12 22.38 20.8 25.53 26.91 27.63 40.68 45.81 7.44 10.22 11.15 14
Relative RMSE [%] | -16.7% -15.9% -12.8% | 14.6% 7.0% 1.0% | 281%  15.2%  11.2% 7.8% 8.0% 8.6% 2.1% 3.7% -0.7% 4.1%

NPE RMSE 0.25 0.37 0.41 14.56 20.15 22.58 20.93 26.33 27.62 27.71 40.76 45.49 7.45 10.32 11.37 12
Relative RMSE [%] | -16.7% -15.9% -12.8% | 12.1% 7.1% 1.9% | 28.9%  188%  14.2% 8.1% 8.3% 7.8% 2.2% 4.7% 1.2% 4.7%

SPE RMSE 0.25 0.35 0.38 15.04 20.57 23.14 22.81 28.16 29.23 27.06 38.24 42.2 7.52 10.09 10.87 16
Relative RMSE [%] | -16.7% -20.5% -19.1% | 15.8% 9.4% 45% | 40.5%  27.1%  20.8% 5.6% 1.6% 0.0% 3.2% 2.3% -3.2% 4.7%

LLE RMSE 0.26 0.37 0.41 15.26 20.92 23.71 22.16 26.59 27.54 28.84 41.5 46.33 7.92 10.61 11.92 17
Relative RMSE [%] | -13.3% -15.9% -12.8% | 17.5% 11.2% 7.0% | 36.5%  20.0% 13.8% | 12.5%  10.2% 9.8% 8.6% 7.6% 6.1% 7.9%
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Table A.14: Results of methods for the hourly forecasting values for CO, NOs, O3, PM;y and SO for Wodzislaw Slaski station

(RMSE) for e-APFM average method.

Method Measure CcO NO, O3 PM10 SO, Rank
+1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | RMSE,gua.

Fractional RMSE 0.36 0.35 0.36 11.81 11.74 11.98 18.62 18.47 19.9 43.01 45.53 47.38 12.19 12.05 12.22 1
Relative RMSE [%] -1.7%  -10.3% -7.7% -6.0% -6.3% -7.5% -9.9% -9.4% -8.8% | -14.5% -11.5% -8.9% | -10.0% -8.7% -6.9% -8.9%

LIM RMSE 0.36 0.36 0.36 11.94 12.03 12.03 17.78 19.24 20.43 44.7 47.26 48.27 12.13 12.07 12.25 2
Relative RMSE [%] -1.7% -1.7% -7.7% -5.0% -4.0% -7.1% | -14.0% -5.6% -6.4% | -11.2% -8.2% -7.2% | -10.4% -8.6% -6.6% -7.8%

IM RMSE 0.36 0.36 0.37 11.93 12 12.04 17.77 19.13 20.37 44.8 47.24 48.16 12.16 12.07 12.24 3
Relative RMSE [%] -1.7% -1.7% -5.1% -5.1% -4.2% -7.0% | -14.0% -6.1% -6.7% | -11.0% -8.2% -7.4% | -10.2% -8.6% -6.7% -7.7%

FA RMSE 0.37 0.37 0.37 12.22 12.27 12.26 18 19.41 20.68 45.54 47.93 49.16 12.43 12.28 12.4 4
Relative RMSE [%)] -5.1% -5.1% -5.1% -2.8% -2.1% -5.3% | -12.9% -4.8% -5.3% -9.5% -6.9% -5.5% -8.2% -7.0% -5.5% -6.1%

PCA RMSE 0.36 0.37 0.37 12.11 12.3 12.28 18.02 19.35 20.48 48.67 49.32 49.69 12.38 12.38 12.52 5
Relative RMSE [%] -7.7% -5.1% -5.1% -3.7% -1.8% -5.2% | -12.8% -5.1% -6.2% -3.3% -4.2% -4.5% -8.6% -6.2% -4.6% -5.6%

ProbPCA RMSE 0.38 0.38 0.38 12.47 12.56 12.53 18.76 20.07 21.3 50.11 50.36 50.46 12.91 12.79 12.83 6
Relative RMSE [%] -2.6% -2.6% -2.6% -0.8% 0.2% -3.2% -9.2% -1.5% -2.4% -0.4% -2.1% -3.0% -4.7% -3.1% -2.2% -2.7%

Euclidean RMSE 0.39 0.39 0.39 12.57 12.53 12.95 20.67 20.38 21.83 50.32 51.46 52.02 13.54 13.2 13.12 7
Relative RMSE [%] 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Laplacian RMSE 0.48 0.48 0.48 15.94 16.04 16.28 29 28.47 28.28 56.71 58.5 58.13 18.02 18.3 18.34 8
Relative RMSE [%] | 23.1%  23.1%  23.1% | 26.8%  28.0%  25.7% | 40.3%  39.7%  29.5% | 12.7%  13.7% 11.7% | 33.1%  38.6%  39.8% 27.3%

RP RMSE 0.5 0.49 0.49 15.99 16.45 16.74 26.71 27.24 26.84 56.62 57.74 58.36 18.59 18.54 18.6 9
Relative RMSE [%] | 28.2%  25.6%  25.6% | 27.2%  31.3%  29.3% | 292%  33.7%  23.0% | 125% 122%  122% | 37.3%  40.5%  41.8% 27.3%

tSNE RMSE 0.49 0.49 0.48 15.72 15.99 16.15 27.05 27.04 26.75 61.47 60.73 59.92 18.54 18.71 18.62 10
Relative RMSE [%] | 25.6%  25.6%  23.1% | 25.1%  27.6% 24.7% | 30.9%  32.7%  225% | 222% 18.0%  15.2% | 36.9% 41.7%  41.9% 27.6%

LPP RMSE 0.5 0.49 0.49 15.97 16.06 16.13 27.81 27.63 27.47 57.84 59.8 59.82 18.82 18.9 18.81 11
Relative RMSE [%] | 282%  25.6%  25.6% | 27.0%  282%  24.6% | 345%  35.6%  25.8% | 14.9% 16.2%  15.0% | 39.0%  432%  43.4% 28.5%

NPE RMSE 0.5 0.49 0.49 16.03 16.36 16.65 27.71 27.73 27.45 57.8 60.2 60.49 19.19 19.4 19.48 12
Relative RMSE [%] | 282%  25.6%  25.6% | 27.5%  30.6%  28.6% | 34.1%  36.1%  25.7% | 14.9% 17.0% 16.3% | 41.7%  47.0%  48.5% 29.8%

Kernel PCA RMSE 0.5 0.49 0.49 16.11 16.37 16.62 27.93 27.9 27.61 62.45 61.88 61.17 19.08 19.33 19.35 13
Relative RMSE [%] | 28.2%  25.6%  25.6% | 28.2%  30.6%  28.3% | 351%  36.9%  26.5% | 241%  202%  17.6% | 40.9%  46.4%  47.5% 30.8%

LLTSA RMSE 0.5 0.5 0.49 16.09 16.51 16.81 27.96 28.04 27.7 58.61 61.15 61.06 19.25 19.65 19.64 14
Relative RMSE [%] | 28.2%  28.2%  25.6% | 28.0% 31.8% 29.8% | 35.3% 37.6%  269% | 165% 188%  17.4% | 422%  48.9%  49.7% 31.0%

LTSA RMSE 0.51 0.51 0.49 16.22 16.48 16.52 28.16 27.93 27.6 59.52 61.89 61.34 19.26 19.57 19.42 15
Relative RMSE [%] | 30.8%  30.8%  25.6% | 29.0%  31.5%  27.6% | 36.2% 37.0% 264% | 18.3%  203%  17.9% | 422% 483%  48.0% 31.3%

LLE RMSE 0.51 0.51 0.51 15.91 16.21 16.69 27.74 27.68 274 59.17 61.93 62.39 19.55 20.14 20.62 16
Relative RMSE [%] | 30.8%  30.8%  30.8% | 26.6%  29.4%  28.9% | 342%  35.8%  25.5% | 17.6%  20.3%  19.9% | 44.4%  52.6%  57.2% 32.3%

LMDS RMSE 0.51 0.51 0.5 16.33 16.7 16.98 28.31 28.31 28 59.6 62.06 61.61 19.75 20.09 20.02 17
Relative RMSE [%] | 30.8%  30.8%  28.2% | 29.9%  33.3% 31.1% | 37.0% 38.9%  28.3% | 184%  20.6%  184% | 45.9%  522%  52.6% 33.1%

SPE RMSE 0.51 0.5 0.5 16.88 17.08 17.64 29.46 29.39 29.15 60.52 62.56 62.91 19.52 19.82 20.24 18
Relative RMSE [%] | 30.8%  28.2%  28.2% | 34.3%  36.3%  36.2% | 425%  44.2%  33.5% | 20.3%  21.6%  20.9% | 442%  50.2%  54.3% 35.0%
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Table A.15: Results of methods for the hourly forecasting values for CO, NOs, O3, PM;y and SO, for Wodzislaw Slaski station

(RMSE) for e-APFM a-stand. method.

Method Measure CcO NO, O3 PM10 SO, Rank
+1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | RMSE,gua.

Fractional RMSE 0.31 0.42 0.44 9.73 12.62 13.65 14.94 19.3 21.29 34.53 50.64 54.69 10.14 13.38 14.3 1
Relative RMSE [%] | -46.6% -46.2%  -47.0% -0.2% -0.9% -4.3% -4.1% -4.5% -6.1% | -11.7% -7.5% -8.1% -1.7% -3.7% -6.0% -13.2%

M RMSE 0.31 0.43 0.46 9.73 12.69 13.56 14.8 20.51 22.61 36.49 54.52 59.17 10.22 134 14.2 2
Relative RMSE [%] | -46.6% -44.9% -44.6% -0.2% -0.3% -4.9% -5.0% 1.4% -0.3% -6.7% -0.5% -0.6% -1.0% -3.6% -6.7% -11.0%

LIM RMSE 0.31 0.43 0.45 9.72 12.79 13.54 14.87 20.67 22.66 36.7 54.75 59.4 10.2 13.38 14.23 3
Relative RMSE [%] | -46.6% -44.9% -45.8% -0.3% 0.5% -5.0% -4.6% 2.2% 0.0% -6.2% 0.0% -0.2% -1.2% -3.7% -6.5% -10.8%

FA RMSE 0.31 0.43 0.45 9.87 12.91 13.8 15 20.76 22.51 36.5 55.33 60.73 10.33 13.68 14.61 4
Relative RMSE [%] | -46.6% -44.9% -45.8% 1.2% 1.4% -3.2% -3.7% 2.7% -0.7% -6.7% 1.0% 2.0% 0.1% -1.6% -4.0% -9.9%

PCA RMSE 0.31 0.43 0.45 9.77 12.82 13.61 14.88 20.73 22.62 38.97 58.26 63.37 10.36 13.56 14.57 5
Relative RMSE [%] | -46.6% -44.9% -45.8% 0.2% 0.7% -4.6% -4.5% 2.5% -0.2% -0.4% 6.4% 6.4% 0.4% -2.4% -4.3% -9.1%

ProbPCA RMSE 0.31 0.43 0.45 9.77 12.77 13.78 14.95 20.7 22.61 39.39 57.92 62.03 10.47 13.66 14.63 6
Relative RMSE [%] | -46.6% -44.9% -45.8% 0.2% 0.3% -3.4% -4.0% 2.4% -0.3% 0.7% 5.8% 4.2% 1.5% -1.7% -3.9% -9.0%

Laplacian RMSE 0.32 0.46 0.47 10.92 13.45 14.44 20.11 24.3 25.75 38.95 57.67 59.73 10.55 14.12 14.86 7
Relative RMSE [%] | -44.8% -41.0% -43.4% | 12.0% 5.7% 1.3% | 29.1%  202%  13.6% -0.4% 5.3% 0.3% 2.2% 1.6% -2.4% -2.7%

LPP RMSE 0.33 0.45 0.48 10.93 13.43 14.1 19.03 23.22 24.12 39.92 56.28 58.99 11.35 15.22 15.92 8
Relative RMSE [%] | -43.1% -42.3% -42.2% | 12.1% 5.5% -11% | 221%  14.8% 6.4% 2.0% 2.8% -0.9% | 10.0% 9.5% 4.6% -2.7%

LTSA RMSE 0.32 0.45 0.46 11.23 13.84 14.48 19.34 23.35 24.24 40.36 56.94 59.08 11.57 15.34 16.17 9
Relative RMSE [%] | -44.8% -42.3% -44.6% | 15.2% 8.7% 15% | 24.1%  15.5% 6.9% 3.2% 4.0% -0.8% | 12.1%  10.4% 6.2% -1.6%

tSNE RMSE 0.33 0.46 0.47 10.84 13.45 14.35 18.66 23.1 24.03 43.12 59.98 62.95 11.46 15.28 16.18 10
Relative RMSE [%] | -43.1% -41.0% -43.4% | 11.2% 5.7% 0.6% | 19.8%  14.2% 6.0% | 10.2% 9.5% 5.7% | 11.0% 9.9% 6.3% -1.2%

NPE RMSE 0.34 0.46 0.48 10.96 13.62 14.63 19.28 23.45 24.28 40.19 56.77 59.82 11.62 15.44 16.53 11
Relative RMSE [%] | -41.4% -41.0% -42.2% | 12.4% 7.0% 2.6% | 23.7%  16.0% 7.1% 2.7% 3.7% 0.5% | 12.6%  11.1% 8.6% -1.1%

LLTSA RMSE 0.34 0.47 0.48 11.03 13.78 14.51 19.48 23.73 24.43 40.25 57.15 59.77 11.56 15.73 16.38 12
Relative RMSE [%] | -41.4% -39.7% -42.2% | 13.1% 8.2% 1.8% | 25.0% 17.4% 7.8% 2.9% 4.3% 0.4% | 12.0%  13.2% 7.6% -0.6%

RP RMSE 0.34 0.47 0.48 11.18 14.06 15 19.42 24.11 24.68 40.37 56.83 58.61 11.65 15.57 16.5 13
Relative RMSE [%] | -41.4% -39.7% -42.2% | 14.7%  10.4% 5.2% | 24.6%  19.2% 8.9% 3.2% 3.8% -1.6% | 12.9% 12.0% 8.4% -0.1%

LMDS RMSE 0.33 0.46 0.48 11.04 13.84 14.73 19.71 23.87 24.59 40.9 58.14 60.33 11.64 15.66 16.71 14
Relative RMSE [%] | -43.1% -41.0% -42.2% | 13.2% 8.7% 3.3% | 265%  18.1% 8.5% 4.6% 6.2% 1.3% | 12.8%  12.7% 9.8% -0.1%

Euclidean RMSE 0.58 0.78 0.83 9.75 12.73 14.26 15.58 20.22 22.67 39.12 54.77 59.54 10.32 13.9 15.22 15
Relative RMSE [%] 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Kernel PCA RMSE 0.34 0.46 0.48 11 13.73 14.65 19.45 23.43 24.24 42.46 60.88 64.21 11.49 15.53 16.51 16
Relative RMSE [%] | -41.4% -41.0% -42.2% | 12.8% 7.9% 2.7% | 24.8%  15.9% 6.9% 8.5%  11.2% 7.8% | 11.3%  11.7% 8.5% 0.4%

SPE RMSE 0.34 0.46 0.48 11.35 14.03 15.22 20.47 24.64 25.82 41.32 58.67 61.02 11.49 15.64 16.37 17
Relative RMSE [%] | -41.4% -41.0% -42.2% | 16.4%  10.2% 6.7% | 31.4%  21.9%  13.9% 5.6% 7.1% 25% | 11.3%  12.5% 7.6% 1.5%

LLE RMSE 0.36 0.49 0.5 11.03 13.75 15.04 20.05 24.08 25.08 40.59 58.52 60.84 11.87 16.04 17.35 18
Relative RMSE [%] | -37.9% -37.2% -39.8% | 13.1% 8.0% 55% | 28.7%  19.1%  10.6% 3.8% 6.8% 2.2% | 15.0%  154%  14.0% 1.8%
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Table A.16: Results of methods for the hourly forecasting values for CO, NOs, O3, PM;y and SO for Wodzislaw Slaski station
(RMSE) for e-APFM «f-stand. method.

Method Measure CcO NO, O3 PM10 SO, Rank
+1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | RMSE,gua.

Fractional RMSE 0.28 0.42 0.46 9.62 13.15 14.31 15.48 21.73 23.61 35.85 54.33 58.85 10.15 14.2 15.28 1
Relative RMSE [%] | -42.9% -382% -33.3% -4.6% -8.9% -9.5% -3.4% -2.5% -3.2% -8.7% -6.2% -7.1% -2.9% -8.3% -8.3% -12.5%

M RMSE 0.29 0.44 0.47 9.63 13.54 14.56 15.61 22.22 24.12 37.79 57.54 63.38 10.37 14.88 16.04 2
Relative RMSE [%] | -40.8% -35.3% -31.9% -4.5% -6.2% -7.9% -2.6% -0.3% -1.1% -3.8% -0.7% 0.1% -0.8% -3.9% -3.7% -9.6%

LIM RMSE 0.29 0.44 0.46 9.67 13.51 14.56 15.53 22.55 24.33 38.09 57.8 62.07 10.55 15.2 16.27 3
Relative RMSE [%] | -40.8% -35.3% -33.3% -4.1% -6.4% -7.9% -3.1% 1.2% -0.2% -3.0% -0.2% -2.0% 1.0% -1.8% -2.3% -9.2%

FA RMSE 0.29 0.44 0.47 9.78 13.72 14.81 15.98 22.61 244 38 58.12 63.37 10.45 15 16.09 4
Relative RMSE [%] | -40.8% -35.3% -31.9% -3.0% -4.9% -6.3% -0.3% 1.4% 0.0% -3.2% 0.3% 0.1% 0.0% -3.1% -3.4% -8.7%

ProbPCA RMSE 0.29 0.44 0.47 9.68 13.4 14.56 15.49 22.19 24.47 39.98 60.93 66.48 10.53 14.89 16.17 5
Relative RMSE [%] | -40.8% -35.3% -31.9% -4.0% -7.1% -7.9% -3.4% -0.4% 0.3% 1.8% 5.2% 5.0% 0.8% -3.8% -2.9% -8.3%

PCA RMSE 0.29 0.43 0.46 9.76 13.66 14.65 15.86 22.59 24.68 41.02 62.26 67.73 10.3 14.65 16.04 6
Relative RMSE [%] | -40.8% -36.8% -33.3% -3.2% -5.3% -7.3% -1.1% 1.3% 1.2% 4.5% 7.5% 7.0% -1.4% -5.4% -3.7% -7.8%

LPP RMSE 0.31 0.45 0.48 10.11 13.63 14.71 19.96 25.33 27.14 38.22 57.52 61.08 10.69 14.98 16.1 7
Relative RMSE [%] | -36.7% -33.8% -30.4% 0.3% -5.5% -7.0% | 245%  13.6%  11.3% -2.7% -0.7% -3.5% 2.3% -3.2% -3.4% -5.0%

Laplacian RMSE 0.3 0.45 0.47 10.64 13.91 14.96 21.07 26.57 27.82 37.82 59.27 61.03 10.13 13.97 14.89 8
Relative RMSE [%] | -38.8% -33.8% -31.9% 5.6% -3.6% -5.4% | 314%  19.2%  14.1% -3.7% 2.3% -3.6% -3.1% -9.8% -10.6% -4.8%

RP RMSE 0.32 0.46 0.49 10.16 13.84 15.17 19.47 25.35 27.04 37.43 58.07 60.06 10.63 15.16 16.39 9
Relative RMSE [%] | -34.7% -32.4% -29.0% 0.8% -4.1% -4.0% | 21.5%  13.7%  10.9% -4.7% 0.2% -5.1% 1.7% -2.1% -1.6% -4.6%

NPE RMSE 0.31 0.46 0.48 10.32 13.79 15.15 19.12 25.49 27.63 38.3 58.88 61.9 10.66 15.04 16.23 10
Relative RMSE [%] | -36.7% -32.4% -30.4% 2.4% -4.4% -4.2% | 193%  144%  13.3% -2.5% 1.6% -2.2% 2.0% -2.8% -2.6% -4.4%

LTSA RMSE 0.31 0.45 0.47 10.23 13.75 14.84 19.88 25.68 27.7 38.41 57.97 61.06 10.91 15.11 16.06 11
Relative RMSE [%] | -36.7% -33.8% -31.9% 1.5% -4.7% -6.1% | 24.0%  15.2%  13.6% -2.2% 0.1% -3.6% 4.4% -2.4% -3.6% -4.4%

LLTSA RMSE 0.33 0.47 0.49 10.18 13.79 14.95 18.78 25.21 27.07 38.37 59.21 62.49 10.88 15.52 16.56 12
Relative RMSE [%] | -32.7% -30.9% -29.0% 1.0% -4.4% -5.4% | 172%  13.1%  11.0% -2.3% 2.2% -1.3% 4.1% 0.3% -0.6% -3.9%

LMDS RMSE 0.32 0.45 0.48 10.39 14.07 15.33 19.39 25.66 27.63 38.46 60.11 61.62 10.83 15.19 16.31 13
Relative RMSE [%] | -34.7% -33.8% -30.4% 3.1% -2.5% -3.0% | 21.0%  151%  13.3% -2.1% 3.8% -2.7% 3.6% -1.9% -2.1% -3.6%

Kernel PCA RMSE 0.31 0.45 0.48 10.11 13.65 14.88 19.23 25.33 27.15 41.46 62.34 66.65 10.74 15.17 16.3 14
Relative RMSE [%] | -36.7% -33.8% -30.4% 0.3% -5.4% -5.9% | 20.0%  13.6%  11.3% 5.6% 7.6% 5.3% 2.8% -2.0% -2.2% -3.3%

LLE RMSE 0.32 0.46 0.49 10.32 13.89 15.34 19.78 25.44 28.37 38.37 59.11 62.19 10.86 15.63 17.18 15
Relative RMSE [%] | -34.7% -32.4% -29.0% 2.4% -3.7% -3.0% | 234%  141%  16.3% -2.3% 2.0% -1.8% 3.9% 1.0% 3.1% -2.7%

tSNE RMSE 0.32 0.46 0.49 10.03 13.64 14.92 19.63 25.41 27.25 42.07 63.5 67.24 10.77 15.12 16.38 16
Relative RMSE [%] | -34.7% -32.4% -29.0% -0.5% -5.5% -5.6% | 22.5%  14.0%  11.7% 7.1% 9.6% 6.2% 3.1% -2.3% -1.7% -2.5%

SPE RMSE 0.32 0.45 0.47 10.56 14.09 15.49 20.83 27.03 29.8 39.1 60.68 62.71 10.55 14.98 15.95 17
Relative RMSE [%] | -34.7% -33.8% -31.9% 4.8% -2.4% -2.0% | 299%  21.3%  22.2% -0.4% 4.7% -1.0% 1.0% -3.2% -4.3% -2.0%

Euclidean RMSE 0.49 0.68 0.69 10.08 14.43 15.81 16.03 22.29 24.39 39.27 57.93 63.32 10.45 15.48 16.66 18
Relative RMSE [%] 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
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Table A.17: Results of methods for the daily average forecasting values for CO, NOs, O3, PM;y and SO for Cieszyn station
(RMSE) for e-APFM average method.

Method Measure CcO NO, O3 PM10 SO, Rank
+1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | RMSE,gua.
Fractional RMSE 0.28 0.27 0.27 772 7.33 773 | 2236 2216 2296 | 21.25 2075 20.34 75 7.04 74 1
Relative RMSE [%] | -20.0% -22.9% -20.6% | -21.1% -29.1% -26.3% | 5.4%  82%  88% | -10.5% -13.0% -11.4% | -23.3% -22.7% -16.6% -14.3%
LIM RMSE 0.3 0.29 0.29 8.2 8.21 852 | 1087 2084  22.26 223 2258  22.86 7.83 7.84 8.28 2
Relative RMSE [%] | -14.3% -17.1% -14.7% | -16.2% -20.6% -18.8% | -6.3%  1.7%  54% | -61% -54%  -0.5% | -19.9% -13.9%  -6.7% -10.2%
M RMSE 0.3 0.29 0.29 8.15 8.17 855 | 20.08 21 2254 | 2241 2253 22.88 78 7.83 8.26 3
Relative RMSE [%] | -14.3% -17.1% -14.7% | -16.7% -21.0% -18.5% | -5.3%  25%  6.8% | -5.6%  -5.6%  -0.4% | -202% -141%  -6.9% -10.1%
PCA RMSE 0.32 0.3 03 8.41 8.45 86 | 2069 2137 2281 | 2453 2399 2556 7.82 78 8.27 4
Relative RMSE (%] | -8.6% -14.3% -11.8% | -14.0% -18.3% -18.0% | -25%  43%  81% | 3.3%  05% 11.3% | -200% -144%  -6.8% -6.7%
FA RMSE 0.32 0.32 0.31 8.42 8.58 8.82 | 19.79 208 2223 | 24.05 245 2418 8.46 8.27 8.57 5
Relative RMSE (%] | -8.6%  -8.6%  -88% | -13.9% -17.0% -15.9% | -6.7%  15%  53% | 13%  27%  53% | -135%  -92%  -3.4% -6.0%
ProbPCA RMSE 0.32 0.31 0.31 85 8.57 882 | 2055 2107 22.89 247 2456 26.09 8.11 8.14 8.65 6
Relative RMSE [%] | -8.6% -114%  -88% | -13.1% -17.1% -15.9% | -31%  28%  84% | 4.0%  2.9% 13.6% | -17.1% -10.6%  -2.5% -5.1%
Euclidean RMSE 0.35 0.35 0.34 978 1034 1049 | 2121 2049 2111 | 2374 2386 2297 9.78 9.1 8.87 7
Relative RMSE [%] | 0.0%  0.0%  0.0% | 00%  00%  00%| 00%  00%  00%| 00% 00%  00%]| 00% 00%  0.0% 0.0%
Laplacian RMSE 0.35 0.37 0.37 | 1032 1051  10.61 | 26.92 2859  28.04 | 27.86  28.60  27.96 | 1241 1241 1247 8
Relative RMSE [%] |  0.0%  5.7%  88% | 55%  1.6%  1.1% | 26.9% 395% 32.8% | 17.4%  202%  21.7% | 26.9%  36.2%  40.6% 19.0%
LLTSA RMSE 0.33 0.34 034 | 1113  11.03 1118 | 30.63  31.94 3115 | 2717 2799  27.35| 11.93  11.98  12.05 9
Relative RMSE [%] | -5.7%  -29%  0.0% | 13.8%  6.7%  6.6% | 44.4%  55.9%  47.6% | 144% 17.3% 19.1% | 22.0% 31.5%  35.9% 20.4%
LPP RMSE 0.35 0.35 0.35 | 10.78 10.7 1084 | 3019 3152 3096 | 2742 2817  27.38 | 1212 1200 1214 10
Relative RMSE [%] | 0.0%  0.0%  2.9% | 102%  3.5%  3.3% | 42.3% 53.8%  46.7% | 155%  18.1%  19.2% | 23.9%  32.7%  36.9% 20.6%
LTSA RMSE 0.36 0.36 0.36 | 1076  10.65 1072 | 29.84  30.93  30.21 | 27.63 2852  27.65 | 1243 1236  12.38 11
Relative RMSE [%] |  2.9%  2.9%  59% | 100%  3.0%  22% | 40.7% 51.0% 431% | 164% 195%  204% | 27.1%  35.7%  39.6% 21.3%
LMDS RMSE 0.34 0.35 0.35 | 11.05 1099  11.08 | 31.16 3256  31.54 | 2749 2825  27.55 | 1225  12.22 12.3 12
Relative RMSE [%] | -2.9%  0.0%  2.9% | 13.0%  6.3%  5.6% | 46.9% 589%  49.4% | 158%  184%  19.9% | 25.3% 34.1%  38.7% 22.2%
NPE RMSE 0.34 0.34 0.34 | 11.31 1111  11.31 | 3220  33.26 321 | 2737 2811 2752 | 12.23 1215 1223 13
Relative RMSE [%] | -2.9%  -2.9%  0.0% | 15.6%  74%  7.8% | 522% 623% 521% | 153% 17.8% 19.8% | 25.1%  334%  37.9% 22.7%
tSNE RMSE 0.36 0.36 0.36 | 1094 1092  10.87 | 29.25  30.99  30.26 | 31.26 3144 3148 | 1214 1216  12.15 14
Relative RMSE [%] |  2.9%  2.9%  59% | 11.9%  56%  3.6% | 37.9% 51.2% 43.3% | 31.7% 31.8% 37.0% | 24.1% 335%  37.0% 24.0%
LLE RMSE 0.34 0.34 0.34 | 1131 1117  11.34 | 33.88 3478 3329 | 2727 2818 2743 | 1221 1219 12.2 15
Relative RMSE [%] | -2.9%  -2.9%  0.0% | 156%  80%  8.1% | 59.7% 69.7% 57.7% | 14.9%  181%  19.4% | 24.8% 33.8%  37.5% 24.1%
Kernel PCA RMSE 0.36 0.36 036 | 1123 1122  11.31 | 3115 3277 3163 | 31.53 3164 3172 | 1226 1227  12.28 16
Relative RMSE (%] |  2.9%  2.9%  59% | 14.8%  85%  7.8% | 46.9% 59.9%  49.8% | 32.8%  32.6%  38.1% | 254% 34.7%  38.4% 26.8%
RP RMSE 0.35 0.36 0.35 | 1096 1145  11.61 | 33.36 344 3327 | 2806 3007 2002 | 12.95 1259  12.46 17
Relative RMSE [%] | 0.0%  2.9%  2.9% | 121% 10.7%  10.7% | 57.3%  67.9%  57.6% | 18.2%  26.0%  26.3% | 324%  382%  40.5% 26.9%
SPE RMSE 0.34 0.35 0.34 1.7 1.7 1179 333 3456 3325 | 2019 2091 2866 | 12.87  12.89 12.9 18
Relative RMSE [%] | -29%  0.0%  0.0% | 19.6% 13.2% 124% | 57.0% 68.7% 57.5% | 23.0% 254%  24.8% | 31.6% 415%  45.4% 27.8%
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Table A.18: Results of methods for the daily average forecasting values for CO, NO5, O3, PM;y and SO for Cieszyn station

(RMSE) for e-APFM «-stand. method.

Method Measure CcO NO, O3 PM10 SO, Rank
+1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | RMSE,gua.

LLTSA RMSE 0.15 0.26 0.28 4.87 8.36 9.39 14.09 23.78 26.21 10.09 21.91 23.5 4.55 8.72 9.73 1
Relative RMSE [%] | -54.5% -21.2%  -56.3% 87% -11.7% -16.0% | 17.8% 3.6% -7.6% | -12.5% -2.6% -17.5% -1.7%  -145%  -17.3% -13.6%

NPE RMSE 0.15 0.25 0.28 5.08 8.39 9.34 14.37 23.85 26.37 10.59 22.35 24.77 4.54 9.31 10.36 2
Relative RMSE [%] | -54.5% -24.2% -56.3% | 13.4% -11.4% -16.5% | 20.2% 3.9% -7.0% -8.2% -0.7%  -13.0% -1.9% -8.7%  -11.9% -11.8%

LMDS RMSE 0.15 0.26 0.28 4.95 8.34 9.32 15.2 23.97 27.09 10.67 21.91 23.59 4.55 8.87 10.43 3
Relative RMSE [%] | -54.5% -21.2% -56.3% | 10.5% -11.9% -16.6% | 27.1% 4.4% -4.5% -7.5% -2.6%  -17.1% -17%  -13.0%  -11.3% -11.8%

LPP RMSE 0.16 0.26 0.29 5 8.42 9.4 14.35 24.27 27.78 10.71 21.92 23.72 4.53 8.7 10.17 4
Relative RMSE [%] | -51.5% -21.2%  -54.7% | 11.6% -11.1% -15.9% | 20.0% 5.8% -2.0% -7.1% -2.6% -16.7% 22%  -14.7%  -13.5% -11.7%

SPE RMSE 0.14 0.25 0.27 5.14 8.5 9.53 15.01 22.75 25.64 10.62 22.27 24.16 4.91 9.48 10.72 5
Relative RMSE [%] | -57.6% -24.2% -57.8% | 14.7% -10.2% -14.8% | 25.5% -0.9% -9.6% -7.9% -1.0%  -15.1% 6.0% -7.1% -8.8% -11.3%

LLE RMSE 0.15 0.26 0.28 5.27 8.59 9.52 14.52 24.02 26.78 10.66 21.99 23.82 4.69 9.35 10.82 6
Relative RMSE [%] | -54.5% -21.2% -56.3% | 17.6% -9.3%  -14.8% | 21.4% 4.7% -5.6% -7.5% -2.3%  -16.3% 1.3% -8.3% -8.0% -10.6%

LTSA RMSE 0.16 0.27 0.29 5 8.51 9.62 14.69 25.39 28.83 10.43 22.26 24.45 4.54 9.47 10.78 7
Relative RMSE [%] | -51.6% -18.2% -54.7% | 11.6% -10.1% -14.0% | 22.8%  10.6% 1.7% -9.5% -1.1%  -14.1% -1.9% -7.2% -8.3% -9.6%

Laplacian RMSE 0.18 0.29 0.31 4.75 8.61 9.84 13.52 24.63 28.6 10.68 22.83 23.94 4.8 9.55 10.8 8
Relative RMSE [%] | -45.5% -12.1% -51.6% 6.0% 9.1%  -12.0% | 13.0% 7.3% 0.8% -7.4% 1.5% -15.9% 3.7% -6.4% -8.2% -9.0%

Fractional RMSE 0.22 0.34 0.38 4.43 8.95 10.76 12.08 23.62 29.69 8.62 22.19 25.67 4.86 9.39 10.15 9
Relative RMSE [%] | -33.3% 3.0% -40.6% -1.1% -5.5% -3.8% 1.0% 2.9% 4.7% | -25.2% -1.4% -9.8% 5.0% -7.9%  -13.7% -8.4%

tSNE RMSE 0.16 0.28 0.29 4.94 8.42 9.26 14.56 24.6 27.7 12.78 23.66 25.37 4.88 9.5 11.16 10
Relative RMSE [%] | -51.5% -15.2% -54.7% | 10.3% -11.1% -17.2% | 21.7% 7.2% -2.3% | 10.8% 52% -10.9% 5.4% -6.9% -5.1% -7.6%

Kernel PCA RMSE 0.15 0.28 0.28 5.06 8.58 9.47 15.19 24.42 27.17 13.07 23.88 25.83 4.95 9.11 10.6 11
Relative RMSE [%] | -54.5% -15.2% -56.3% | 12.9% -94% -15.3% | 27.0% 6.4% -4.2% | 13.4% 6.1% -9.3% 6.9% -10.7% -9.9% -7.5%

RP RMSE 0.15 0.26 0.28 5.1 9.58 10.35 14.35 23.98 26.75 12.41 24.82 25.84 5 10.91 12.11 12
Relative RMSE [%] | -54.5% -21.2% -56.3% | 13.8% 1.2% “74% | 20.0% 4.5% -5.7% 7.6%  10.3% -9.2% 8.0% 7.0% 3.0% -5.3%

FA RMSE 0.22 0.45 0.5 4.28 9.26 10.82 11.09 24.08 29.49 10.31 24.65 27.93 4.55 9.23 9.99 13
Relative RMSE [%] | -33.3%  36.4% -21.9% -4.5% -2.2% -3.2% -7.3% 4.9% 4.0% | -10.6% 9.6% -1.9% -1.7% -9.5% -15.1% -3.8%

LIM RMSE 0.21 0.35 0.37 4.5 10.06 12.27 11.36 24.12 29.96 10.56 25.17 27.89 4.81 9.81 10.93 14
Relative RMSE [%] | -36.4% 6.1% -42.2% 0.4% 6.2% 9.7% -5.0% 5.1% 5.6% -84%  11.9% -2.0% 3.9% -3.8% -7.1% -3.7%

™M RMSE 0.23 0.38 0.37 4.55 10.1 12.34 11.41 24.47 29.61 10.71 25.37 27.98 4.75 9.61 10.91 15
Relative RMSE [%] | -30.3%  15.2% -42.2% 1.6% 6.7%  10.4% -4.6% 6.6% 4.4% 11%  12.8% -1.7% 2.6% -5.8% -7.2% -2.6%

Euclidean RMSE 0.33 0.33 0.64 4.48 9.47 11.18 11.96 22.95 28.36 11.53 225 28.47 4.63 10.2 11.76 16
Relative RMSE [%] 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

PCA RMSE 0.24 0.4 0.48 4.8 10.56 13.3 11.51 24.17 29.57 16.58 31.69 32.55 4.93 9.96 11.61 17
Relative RMSE [%] | -27.3%  21.2% -25.0% 71%  11.5%  19.0% -3.8% 5.3% 4.3% | 43.8%  40.8%  14.3% 6.5% -2.4% -1.3% 7.6%

ProbPCA RMSE 0.33 0.55 0.55 4.84 10.65 13.41 11.72 24.2 29.39 16.85 33.11 32.81 4.85 9.69 10.85 18
Relative RMSE [%] 0.0% 66.7% -14.1% 8.0% 125%  19.9% -2.0% 5.4% 3.6% | 46.1%  47.2%  15.2% 4.8% -5.0% -7.7% 13.4%
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Table A.19: Results of methods for the daily average forecasting values for CO, NOs, O3, PM;y and SO for Cieszyn station
(RMSE) for e-APFM «f-stand. method.

Method Measure CcO NO, O3 PM10 SO, Rank
+1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | RMSE,gua.
Laplacian RMSE 0.15 0.28 0.32 18 918 1083 | 13.58 2457 2793 | 1226 2595 27.9 178 982  11.19 1
Relative RMSE (%] | -55.9% -48.1% -33.3% | 0.6% -153% -15.7% | 7.1%  09%  -2.8% | 14.4%  2.9%  -3.0% | -52% -14.2% -14.6% 112.1%
Fractional RMSE 0.15 0.29 0.35 4.43 9.35  11.33 | 1352  26.88 3443 | 10.02  23.63  26.97 545 1004 10.92 2
Relative RMSE [%] | -55.9% -46.3% -27.1% | -7.1% -13.7% -11.8% | 6.6%  104% 19.8% | -6.5%  -6.3%  -6.3% | 8.1% -12.3% -16.6% -11.0%
M RMSE 0.15 0.31 0.35 48 1052 13.09 | 11.82 241 2938 | 1269 2654  28.71 5.47 105 1161 3
Relative RMSE [%] | -55.9% -42.6% -27.1% | 0.6%  -3.0%  1.9% | -6.8% -1.0%  2.2% | 184%  52%  -02% | 85% -83% -11.4% -7.9%
LIM RMSE 0.15 0.31 0.35 479 1056 1285 | 1192 2428 2057 | 1262  27.13  20.84 547 10.72 11.8 4
Relative RMSE (%] | -55.9% -42.6% -27.1% | 04%  -26%  0.1% | -6.0% -02%  29% | 17.7%  7.6%  3.7% | 85% -64%  -9.9% -7.3%
FA RMSE 0.19 0.36 0.4 463 101 1169 | 11.68  24.36 304 | 11.86 2548  27.79 554 1113 11.86 5
Relative RMSE (%] | -44.1% -33.3% -16.7% | -2.9%  -68%  -9.0% | -7.9%  01%  58% | 10.6%  1.0% -34% | 9.9% -28% -9.5% -7.3%
NPE RMSE 0.16 0.29 0.34 4.46 946 1121 | 1351 2388 2824 | 1611  27.96  29.81 534 1052 11.36 6
Relative RMSE [%] | -52.9% -46.3% -20.2% | -6.5% -127% -127% | 6.5% -1.9%  -1.7% | 50.3%  10.9%  3.6% | 6.0% -81% -13.3% -7.2%
LLTSA RMSE 0.16 0.3 0.35 441 969 1136 | 13.63 2414 2735 | 1527 2934 32.05 517 1014 11.18 7
Relative RMSE (%] | -52.9% -44.4% -27.1% | -7.5% -10.6% -11.5% | 7.5% -0.8%  -4.8% | 424% 163% 114% | 2.6% -114% -14.7% -7.0%
LPP RMSE 0.16 0.29 0.34 467 974 1137 | 1413 2396  27.77| 1571  27.83  30.92 523 1027 11.46 8
Relative RMSE [%] | -52.9% -46.3% -20.2% | -21% -101% -11.4% | 11.4% -1.6%  -34% | 465% 103%  7.5% | 3.8% -103% -12.5% -6.7%
LTSA RMSE 0.15 0.3 0.35 4.54 95 1087 | 1437 2523 2893 | 1455 3014  33.48 494 1035  11.39 9
Relative RMSE [%] | -55.9% -44.4% -27.1% | -4.8% -124% -15.3% | 13.3%  3.7%  0.7% | 35.7%  195% 164% | -20%  -9.6% -13.1% -6.4%
SPE RMSE 0.18 0.31 0.38 458 95 1143 | 1419 22904  27.54 151 2033 31.69 555 1082 12.18 10
Relative RMSE (%] | -47.1%  -42.6% -20.8% | -4.0% -124% -11.0% | 11.9% -58%  -4.2% | 40.9%  16.3%  10.1% | 10.1%  -55%  -7.0% A%
LMDS RMSE 0.22 0.34 0.41 454 961  11.39 | 1489  23.88 277 15 2002 3247 503 1015 1116 11
Relative RMSE [%] | -35.3% -37.0% -14.6% | -4.8% -11.3% -11.3% | 17.4%  -19%  -3.6% | 39.9% 151%  12.9% | -02% -114% -14.8% -41%
LLE RMSE 0.2 0.33 0.39 45 984 1147 | 1328 2356  27.89 | 1585  20.76  32.67 527 1059 1177 12
Relative RMSE (%] | -41.2% -38.9% -188% | -5.7%  -9.2% -10.7% | 4.7%  -32%  -3.0% | 47.9% 18.0% 13.6% | 4.6% -75% -10.2% -4.0%
tSNE RMSE 0.17 0.3 0.34 47 9.66  11.17 | 1446  24.88 2844 | 1757 3099 3281 514 1016 1117 13
Relative RMSE [%] | -50.0% -44.4% -29.2% | -1.5% -10.9% -13.0% | 14.0%  2.2%  -1.0% | 63.9%  22.9% 14.0% | 2.0% -113% -14.7% -3.8%
Kernel PCA RMSE 0.17 0.31 0.36 458 958 1146 | 14.74 241 2773 | 1886  31.85  34.24 514 1039 11.37 14
Relative RMSE [%] | -50.0% -42.6% -25.0% | -4.0% -11.6% -10.7% | 16.2%  -1.0%  -35% | 75.9%  26.3%  19.0% | 2.0% -93% -13.2% -2.1%
Euclidean RMSE 0.34 0.54 0.48 477 1084 1284 | 1268 2434 2874 | 1072 2522 2877 504 1145 13.1 15
Relative RMSE [%] |  0.0%  0.0%  0.0% | 00%  00%  00%| 00%  00%  00%| 00% 00%  00%]| 00% 00%  0.0% 0.0%
PCA RMSE 0.17 0.34 0.39 4.96 1114 1395 | 11.65 2417  29.56 185 3079 3347 569 1079 11.65 16
Relative RMSE [%] | -50.0% -37.0% -18.8% | 4.0%  2.8%  8.6% | -81% -0.7%  2.9% | 72.6% 221% 16.3% | 12.9% -5.8% -11.1% 0.7%
ProbPCA RMSE 0.18 0.34 0.38 5 1104 1356 | 1212 27.97  32.04 15 3126 33.12 563 1095  11.98 17
Relative RMSE [%] | -47.1%  -37.0% -20.8% | 4.8%  1.8%  5.6% | -4.4%  14.9% 115% | 39.9%  23.9% 151% | 11.7% -44%  -8.5% 0.5%
RP RMSE 0.16 0.3 0.35 464 1271 1525 | 1368 2371 27.65 | 1467  30.16  31.48 52 1413 1521 18
Relative RMSE [%] | -52.9% -44.4% -27.1% | -27% 17.3% 18.8% | 7.9% -2.6% -3.8% | 36.8% 19.6%  94% | 32% 234% 161% 1.3%
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Table A.20: Results of methods for the daily average forecasting values for CO, NOs, O3, PM1g and SO, for Wodzislaw Slaski

station (RMSE) for e-APFM average method for average method.

Method Measure CcO NO, O3 PM10 SO, Rank
+1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | RMSE,gua.

Fractional RMSE 0.41 0.41 0.42 10.97 10.69 10.73 15.92 15.69 17.05 49.18 59.33 62.04 14.67 14.07 14.24 1
Relative RMSE [%] | -21.2% -18.0% -16.0% | -10.9% -9.4% -9.6% | -13.3% -122% -10.3% | -25.6% -182% -154% | -22.4% -22.2% -20.0% -16.3%

M RMSE 0.41 0.4 0.41 11.05 10.73 10.62 14.64 15.91 17.43 55.13 61.98 63.39 14.34 13.66 13.99 2
Relative RMSE [%] | -21.2%  -20.0% -18.0% | -10.2% -9.1% -10.5% | -20.3% -11.0% -8.3% | -16.5% -14.6% -13.6% | -24.1% -24.5% -21.4% -16.2%

LIM RMSE 0.41 0.41 0.42 11.05 10.78 10.65 14.66 16 17.55 55.21 62.41 64.03 14.46 13.93 14.19 3
Relative RMSE [%] | -21.2% -18.0% -16.0% | -10.2% -8.6% -10.3% | -20.2%  -10.5% -17% | -16.4%  -14.0%  -12.7% | -23.5%  -23.0%  -20.3% -15.5%

FA RMSE 0.42 0.41 0.42 11.46 11.14 10.94 15.03 16.35 17.98 56.51 63.11 64.68 14.75 13.97 14.14 4
Relative RMSE [%] | -19.2% -18.0% -16.0% -6.9% -5.6% -7.8% | -18.2% -8.6% -5.4% | -14.5% -13.0% -11.8% | -22.0% -22.8% -20.6% -14.0%

PCA RMSE 0.41 0.41 0.42 11.17 11.05 10.9 15.15 15.97 17.48 65.64 65.35 66.22 15.04 14.79 14.95 5
Relative RMSE [%] | -21.2% -18.0% -16.0% -9.3% -6.4% -8.2% | -17.5% -10.7% -8.0% -0.6% -9.9% 9.7% | -204% -182% -16.1% -12.7%

ProbPCA RMSE 0.42 0.42 0.43 11.64 11.48 11.29 16.29 17.38 18.84 66.83 66.69 67.07 15.73 15.25 15.4 6
Relative RMSE [%] | -19.2% -16.0% -14.0% -5.4% -2.7% -4.9% | -11.3% -2.8% -0.9% 1.2% -8.1% -8.5% | -16.8% -15.7% -13.5% -9.3%

Euclidean RMSE 0.52 0.5 0.5 12.31 11.8 11.87 18.37 17.88 19.01 66.06 72.57 73.33 18.9 18.09 17.81 7
Relative RMSE [%] 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Laplacian RMSE 0.48 0.48 0.48 14.88 14.98 15.25 28.98 28.72 28.16 60.57 69.15 69.74 20.23 20.42 20.5 8
Relative RMSE [%] -1.7% -4.0% -4.0% | 20.9%  26.9%  28.5% | 57.8%  60.6% = 48.1% -8.3% -4.7% -4.9% 7.0%  129%  15.1% 16.3%

LPP RMSE 0.52 0.51 0.51 14.92 14.87 14.89 27.95 28.03 27.54 59.84 69.72 72.17 21.03 20.98 20.88 9
Relative RMSE [%)] 0.0% 2.0% 2.0% | 21.2%  26.0%  25.4% | 52.2%  56.8% = 44.9% -9.4% -3.9% -1.6% | 11.3%  16.0%  17.2% 17.3%

tSNE RMSE 0.51 0.51 0.51 14.67 14.88 14.98 26.88 27.14 26.47 73.7 73.74 73.5 20.83 20.89 20.78 10
Relative RMSE [%] -1.9% 2.0% 2.0% | 192%  26.1%  26.2% | 46.3%  51.8%  39.2% | 11.6% 1.6% 0.2% | 102%  15.5%  16.7% 17.8%

NPE RMSE 0.52 0.51 0.51 14.95 15.22 15.41 27.63 27.9 27.27 59.35 69.89 72.5 21.18 21.25 21.3 11
Relative RMSE [%)] 0.0% 2.0% 2.0% | 21.4%  29.0%  29.8% | 50.4%  56.0%  43.5% | -10.2% -3.7% -11% | 121%  17.5%  19.6% 17.9%

LLE RMSE 0.52 0.52 0.52 14.76 14.99 15.33 27.24 27.57 27.01 59.79 70.05 72.84 21.39 21.67 21.99 12
Relative RMSE [%] 0.0% 4.0% 4.0% | 199%  27.0%  29.1% | 48.3%  54.2%  42.1% -9.5% -3.5% -0.7% | 132%  19.8%  23.5% 18.1%

LLTSA RMSE 0.52 0.52 0.51 14.98 15.38 15.58 28.04 28.37 27.66 60.05 70.51 72.96 21.34 21.51 21.48 13
Relative RMSE [%)] 0.0% 4.0% 2.0% | 21.7%  30.3%  31.3% | 52.6%  58.7% = 45.5% -9.1% -2.8% -0.5% | 12.9%  18.9%  20.6% 19.1%

LTSA RMSE 0.53 0.53 0.52 15.15 15.37 15.44 28.38 28.37 27.57 60.5 70.38 72.89 21.32 21.41 21.48 14
Relative RMSE [%] 1.9% 6.0% 4.0% | 231%  30.3%  30.1% | 54.5%  58.7%  45.0% -8.4% -3.0% -0.6% | 12.8%  184%  20.6% 19.5%

RP RMSE 0.52 0.51 0.51 14.81 15.83 16.08 26.25 29.42 28.76 60.35 72.3 73.93 20.91 21.41 21.55 15
Relative RMSE [%] 0.0% 2.0% 2.0% | 20.3%  342%  355% | 42.9%  64.5%  51.3% -8.6% -0.4% 0.8% | 10.6%  184%  21.0% 19.6%

LMDS RMSE 0.52 0.52 0.51 15.17 15.5 15.69 28.31 28.61 28.07 60.03 70.15 72.33 21.59 21.72 21.61 16
Relative RMSE [%] 0.0% 4.0% 2.0% | 232%  31.4%  322% | 54.1%  60.0%  47.7% -9.1% -3.3% -1.4% | 142%  201%  21.3% 19.8%

Kernel PCA RMSE 0.52 0.52 0.51 15 15.23 15.36 27.94 28.08 27.51 73.87 73.99 73.63 21.13 21.24 21.2 17
Relative RMSE [%)] 0.0% 4.0% 2.0% | 21.9%  29.1%  29.4% | 521%  57.0%  44.7% | 11.8% 2.0% 04% | 11.8%  17.4%  19.0% 20.2%

SPE RMSE 0.5 0.5 0.5 15.78 15.9 16.31 29.38 29.5 28.97 62.66 71.59 72.83 21.26 21.26 21.64 18
Relative RMSE [%] -3.8% 0.0% 0.0% | 28.2%  34.7%  374% | 59.9%  65.0%  52.4% -5.1% -1.4% -0.7% | 125%  17.5%  21.5% 21.2%
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Table A.21: Results of methods for the daily average forecasting values for CO, NOs, O3, PM1g and SO, for Wodzislaw Slaski
station (RMSE) for e-APFM a-stand. method.

Method Measure CcO NO, O3 PM10 SO, Rank
+1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | RMSE,gua.

Fractional RMSE 0.24 0.54 0.59 6.22 11.58 13.18 10.69 17.75 20.11 24.83 63.07 70.38 7.67 15.79 17.5 1
Relative RMSE [%] | -78.2% -56.5% -60.4% 4.9% -1.5% -6.6% 0.5% -3.1% -5.1% | -29.8% -194%  -16.0% 8.0% -10.7% -17.3% -20.5%

LIM RMSE 0.24 0.54 0.58 6.04 11.69 13.12 10.6 19.01 21.64 29.3 75.31 83.95 7.65 15.56 17.3 2
Relative RMSE [%] | -78.2% -56.5% -61.1% 1.9% -0.6% -7.0% -0.4% 3.8% 2.1% | -17.1% -3.8% 0.2% -8.3%  -12.0% -18.3% -17.0%

M RMSE 0.24 0.55 0.6 6.1 11.51 13.19 10.52 18.83 21.58 28.55 74.8 83.82 7.68 15.76 17.69 3
Relative RMSE [%] | -78.2%  -55.6%  -59.7% 2.9% -2.1% -6.5% -1.1% 2.8% 1.8% | -19.2% -4.4% 0.0% -7.9%  -10.9%  -16.4% -17.0%

FA RMSE 0.25 0.55 0.59 6.33 11.99 13.54 10.78 19.09 21.46 27.91 77.48 89.85 7.97 16.65 18.65 4
Relative RMSE [%] | -77.3%  -55.6% -60.4% 6.7% 2.0% -4.0% 1.3% 4.2% 1.2% | -21.0% -1.0% 7.2% -4.4% -5.9%  -11.9% -14.6%

PCA RMSE 0.24 0.54 0.58 6.1 11.6 13.25 10.52 18.77 21.5 33 83.82 96.28 8.34 16.33 18.6 5
Relative RMSE [%] | -78.2% -56.5% -61.1% 2.9% -1.4% -6.1% -1.1% 2.5% 1.4% -6.6% 71%  14.9% 0.0% 1% -121% -13.5%

ProbPCA RMSE 0.24 0.57 0.6 6.08 11.55 13.41 10.69 18.89 21.31 35.14 84.94 92.76 8.28 16.73 18.82 6
Relative RMSE [%] | -78.2% -54.0% -59.7% 2.5% -1.8% -5.0% 0.5% 3.1% 0.5% -0.6% 8.5%  10.7% -0.7% -5.4%  -11.1% -12.7%

Laplacian RMSE 0.24 0.58 0.61 6.81 11.42 13.85 15.59 21.92 23.57 28.19 73.36 76.69 7.52 16.74 18.76 7
Relative RMSE [%] | -78.2% -53.2% -59.1% | 14.8% -2.9% -1.8% | 46.5%  19.7%  11.2% | -20.3% -6.3% -8.5% -9.8% -5.4%  -11.4% -11.0%

LPP RMSE 0.24 0.57 0.62 6.8 11.48 12.65 14.86 21.36 22.49 28.58 69.58 74.39 8.82 18.92 20.29 8
Relative RMSE [%] | -782% -54.0% -58.4% | 14.7% -24% -10.3% | 39.7%  16.6% 6.1% | -192% -11.1% -11.2% 5.8% 7.0% -4.2% -10.6%

LTSA RMSE 0.23 0.55 0.58 7.09 12.16 13.43 15.14 21.55 22.68 27.91 69.55 73.58 9.2 19.7 20.96 9
Relative RMSE [%] | -79.1% -55.6% -61.1% | 19.6% 3.4% -4.8% | 423%  17.6% 7.0% | -21.0% -11.1% -12.2% | 10.3%  11.4% -1.0% -9.0%

NPE RMSE 0.25 0.58 0.61 6.85 11.77 13.39 15.33 21.57 22.65 29.05 70.27 75.32 9.14 19.42 21.63 10
Relative RMSE [%] | -77.3% -53.2% -59.1% | 15.5% 0.1% 5.1% | 441%  17.7% 6.8% | -17.8% -102% -10.1% 9.6% 9.8% 2.2% -8.5%

LLTSA RMSE 0.27 0.61 0.64 7.03 12.17 13.16 15.65 22.02 22.97 28.41 70.3 74.75 9.2 20.3 21.16 11
Relative RMSE [%] | -75.5% -50.8% -57.0% | 18.5% 3.5% 6.7% | 471%  20.2% 8.3% | -19.6% -102% -10.8% | 10.3%  14.8% 0.0% -7.2%

LMDS RMSE 0.23 0.56 0.6 6.94 12.23 13.5 15.85 22.15 23.05 29.34 72.3 75.73 9.19 20.13 22.33 12
Relative RMSE [%] | -79.1% -54.8% -59.7% | 17.0% 4.0% -4.3% | 49.0%  20.9% 8.7% | -17.0% -7.6% -9.6% | 102%  13.8% 5.5% -6.9%

tSNE RMSE 0.26 0.6 0.62 6.75 11.51 13.26 14.68 21.37 22.43 38.26 81.53 87.04 9.09 19.06 20.87 13
Relative RMSE [%] | -76.4% -51.6% -58.4% | 13.8% -2.1% -6.0% | 38.0%  16.6% 5.8% 8.2% 4.2% 3.9% 9.0% 7.7% -1.4% -5.9%

SPE RMSE 0.25 0.58 0.62 7.23 12.12 14.11 16.31 22.51 23.81 30.16 74.74 75.17 9.11 19.89 21.12 14
Relative RMSE [%] | -77.3% -53.2%  -58.4% | 21.9% 3.1% 0.0% | 53.3%  229%  12.3% | -14.7% -4.5%  -10.3% 9.2%  12.4% -0.2% -5.6%

Kernel PCA RMSE 0.24 0.58 0.64 6.8 11.98 13.5 15.47 21.54 22.65 32.81 81.02 89.65 9.23 20.09 22.32 15
Relative RMSE [%] | -782% -53.2% -57.0% | 14.7% 1.9% -4.3% | 454%  17.6% 6.8% -7.2% 3.5% 7.0% | 10.7%  13.6% 5.4% -4.9%

RP RMSE 0.26 0.61 0.65 6.93 12.94 14.51 15.27 24.81 25.54 31.68 77.23 78.99 9.04 20.51 22.35 16
Relative RMSE [%] | -76.4% -50.8% -56.4% | 16.9%  10.0% 2.8% | 43.5%  354%  20.5% | -10.4% -1.3% -5.7% 84%  15.9% 5.6% -2.8%

LLE RMSE 0.31 0.68 0.69 6.94 11.99 14.07 16.3 22.32 23.22 29.25 74.86 77.8 10.09 21.28 23.93 17
Relative RMSE [%] | -71.8% -45.2% -53.7% | 17.0% 2.0% -0.3% | 532%  21.8% 9.5% | -17.3% -4.4% -71% | 21.0%  20.3%  13.0% -2.8%

Euclidean RMSE 1.1 1.24 1.49 5.93 11.76 14.11 10.64 18.32 21.2 35.35 78.27 83.79 8.34 17.69 21.17 18
Relative RMSE [%] 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
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Table A.22: Results of methods for the daily average forecasting values for CO, NOs, O3, PM1g and SO, for Wodzislaw Slaski
station (RMSE) for e-APFM af-stand. method.

Method Measure CcO NO, O3 PM10 SO, Rank
+1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | +1day +2day +3day | RMSE,gua.

Fractional RMSE 0.26 0.59 0.71 6.34 12.01 13.86 10.6 18.18 20.51 27.76 67.39 75.3 8.3 17.72 19.68 1
Relative RMSE [%] | -71.4% -49.6% -36.6% -4.4%  -13.5% -13.5% -4.5% -4.4% -4.8% | -209% -14.6% -14.2% | -122% -21.0% -18.5% -20.3%

M RMSE 0.27 0.61 0.68 6.16 12.5 14.66 10.56 18.79 21.17 31.92 77.5 88.83 8.97 20.31 22.71 2
Relative RMSE [%] | -70.3% -47.9% -39.3% -7.1% -9.9% -8.5% -4.9% -1.2% -1.7% -9.0% -1.8% 1.2% -5.1% -9.5% -6.0% -14.7%

LIM RMSE 0.28 0.62 0.66 6.23 12.7 14.57 10.7 19.01 21.45 32.82 80.3 88.15 9.4 20.89 22.77 3
Relative RMSE [%] | -69.2% -47.0% -41.1% -6.0% -8.5% -9.1% -3.6% 0.0% -0.4% -6.5% 1.7% 0.4% -0.5% -6.9% -5.7% -13.5%

LTSA RMSE 0.27 0.58 0.62 6.23 12.54 14.4 14.71 224 25.11 28.06 70.81 77.84 8.91 18.99 21.18 4
Relative RMSE [%] | -70.3%  -50.4% -44.6% -6.0% 9.7%  -102% | 325% 17.8%  16.6% | -20.0% -10.3% -11.3% 5.0%  -15.4%  -12.3% -13.3%

NPE RMSE 0.28 0.61 0.66 6.72 12.86 15.01 13.91 21.45 23.67 28.03 T4.67 78.47 8.44 18.86 21.58 5
Relative RMSE [%] | -69.2% -47.9% -41.1% 1.4% -7.3% -6.4% | 25.3%  12.8% 9.9% | -20.1% -54%  -10.6% | -10.7% -16.0% -10.6% -13.1%

LPP RMSE 0.28 0.61 0.65 6.2 12.55 14.58 15.29 22.23 24.12 29.06 70.87 77.46 8.26 18.77 21.84 6
Relative RMSE [%] | -69.2% -47.9% -42.0% -6.5% -9.6% -9.0% | 37.7%  16.9%  12.0% | -17.2% -10.2% -11.8% | -12.6% -16.4% -9.6% -13.0%

FA RMSE 0.28 0.63 0.7 6.36 12.89 14.92 11.03 19.15 21.5 32.82 80.53 90.68 9.09 20.17 22.67 7
Relative RMSE [%] | -69.2% -46.2% -37.5% -4.1% -7.1% -6.9% -0.6% 0.7% -0.2% -6.5% 2.0% 3.3% -3.8%  -10.1% -6.1% -12.8%

Laplacian RMSE 0.28 0.58 0.64 6.74 12.31 14.52 16.6 23.47 24.95 28.74 73.73 7 8.34 16.88 19.19 8
Relative RMSE [%] | -69.2% -50.4% -42.9% 1.7% -11.3% -9.4% | 49.5%  23.5%  15.8% | -18.1% -6.6% -12.3% | -11.7%  -24.8%  -20.5% -12.5%

LMDS RMSE 0.28 0.61 0.66 6.54 13.23 15.15 14.52 21.88 23.74 29.02 73.86 77.95 8.58 18.89 22.11 9
Relative RMSE [%] | -69.2% -47.9% -41.1% -1.4% -4.7% -5.5% | 30.8% 15.1%  10.2% | -17.3% -6.4% -11.2% -9.2%  -15.8% -8.4% -12.1%

LLTSA RMSE 0.32 0.65 0.69 7.02 12.89 14.78 13.75 21.47 23.7 28.64 72.12 77.34 8.63 19.69 22.48 10
Relative RMSE [%] | -64.8% -44.4% -38.4% 5.9% -7.1% -7.8% | 23.9%  12.9%  10.0% | -18.4% -8.6% -11.9% -8.7%  -12.3% -6.9% -11.8%

SPE RMSE 0.28 0.58 0.62 6.94 13.01 15.27 15.8 23.59 25.62 29.64 77.25 78.34 8.3 17.94 20.65 11
Relative RMSE [%] | -69.2% -50.4% -44.6% 4.7% -6.3% -47% | 42.3%  24.1%  18.9% | -15.5% -21%  -10.8% | -12.2%  -201%  -14.5% -10.7%

LLE RMSE 0.31 0.67 0.72 6.45 12.89 15.38 14.8 21.63 23.72 29.5 73.32 80.14 8.75 19.85 23.08 12
Relative RMSE [%] | -65.9% -42.7% -35.7% -2.7% -7.1% -41% | 33.3%  13.8%  10.1% | -15.9% -7.1% -8.7% “74%  -11.5% -4.4% -10.4%

RP RMSE 0.3 0.63 0.68 6.25 13.5 15.5 14.6 23.6 25.34 27.92 73.28 77.91 8.39 19.8 23.34 13
Relative RMSE [%] | -67.0% -46.2% -39.3% -5.7% -2.7% -3.3% | 315% 24.1%  17.6% | -20.4% -7.2%  -11.2% | -11.2%  -11.8% -3.4% -10.4%

ProbPCA RMSE 0.28 0.63 0.69 6.22 12.3 14.49 10.6 18.77 21.38 39.37 93.01  105.43 9.53 20.83 23.1 14
Relative RMSE [%] | -69.2% -46.2% -38.4% -6.2% -11.4% -9.6% -4.5% -1.3% -0.7% | 122%  17.8%  20.1% 0.8% -7.2% -4.3% -9.9%

PCA RMSE 0.26 0.58 0.65 6.34 12.56 14.54 11.13 19.04 21.76 43.19 97.12 108.2 8.71 19.2 22.14 15
Relative RMSE [%] | -71.4% -50.4% -42.0% -4.4% -9.5% -9.3% 0.3% 0.2% 1.0% | 23.1%  23.0%  23.3% -78%  -14.4% -8.3% -9.8%

Kernel PCA RMSE 0.29 0.6 0.66 6.21 12.71 14.67 14.25 21.61 23.64 36.66 84.73 97.29 8.27 18.75 22.18 16
Relative RMSE [%] | -68.1% -48.7% -41.1% -6.3% -8.4% -85% | 284%  13.7% 9.7% 4.5% 73%  10.8% | -12.5% -16.4% -8.2% -9.6%

tSNE RMSE 0.31 0.66 0.71 6.15 12.64 14.79 14.98 22 24.06 37.3 88.74 98.1 8.44 19.05 22.54 17
Relative RMSE [%] | -65.9% -43.6% -36.6% -7.2% -8.9% 7% | 35.0%  15.7%  11.7% 6.3%  124%  11.8% | -10.7% -15.1% -6.7% -7.3%

Euclidean RMSE 0.91 1.17 1.12 6.63 13.88 16.03 11.1 19.01 21.54 35.09 78.93 87.78 9.45 22.44 24.15 18
Relative RMSE [%] 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%




Tables

Table 1: Selected methods of dimensionality reduction

Method Convex Linear Out-of-sample Parameters” References

extension with used values
Factor Analysis Yes Yes Yes tmaz = 200 (Spearman, 1904)
Isomap Yes No No k=12 (Tenenbaum et al., 2000)
Kernel Principal Component Analysis Yes No No K(z) = Kn(x) (Scholkopf et al., 1998)
Landmark Isomap Yes No No k=12 (de Silva and Tenenbaum, 2003)

rp =02
Landmark Multidimensional Scaling Yes No No r, =02 (de Silva and Tenenbaum, 2004)
Laplacian Eigenmaps Yes No No k=12 (Belkin and Niyogi, 2003)

oc=1
Linear Local Tangent Space Alignment Yes Yes Yes k=12 (Zhang et al., 2007)

Locally Linear Embedding Yes No No k=12 (Roweis and Saul, 2000)
Local Tangent Space Alignment Yes No No k=12 (Zhang and Hongyuan, 2004)
Locality Preserving Projection Yes Yes Yes k=12 (He and Niyogi, 2003)

oc=1
Neighborhood Preserving Embedding Yes Yes Yes k=12 (He et al., 2005)
Principal Component Analysis Yes Yes Yes - (Jolliffe, 2002)
Probabilistic Principal Component Analysis Yes Yes Yes Imaz = 200 (Tipping and Bishop, 1999)
Random Projections Yes Yes Yes - (Bingham and Mannila, 2001)
Stochastic Proximity Embedding Yes No No Myp = 20 (Agrafiotis, 2003)

A=

t-Distributed Stochastic Neighbor Embedding Yes No No p =30 (van der Maaten and Hinton, 2008)

%Does not include dimensionality of the reduced feature space N

36



Table 2: Parameters of weather forecast collected between January 1st 2005 and December

31st 2012
Variable Unit Range
Pressure hPa [977.5, 1052.8]
Wind direction at 10m ° [0.0, 359.0]
Wind speed at 10m m/s [0.0, 14.0]
Wind direction at 500 hpa ° [0.0, 359.0]
Wind speed at 500 hpa m/s [0.0, 38.0]
Wind direction on 700 hpa ° [0.0, 359.0]
Wind speed on 700 hpa m/s [0.0, 44.0]
Wind direction on 850 hpa ° [0.0, 359.0]
Wind speed on 850 hpa m/s [0.0, 47.0]
Wind direction on 950 hpa ° [0.0, 359.0]
Wind speed on 950 hpa m/s [0.0, 68.0]
Ground temperature °C [—30.7, 35.8]
Temperature at 2m height °C [—27.2, 35.1]
Dew point temperature at 2m °C [—29.4, 25.4]
Temperature at 30m °C [—24.9, 32.1]
Temperature on 850 hpa °C [—20.1, 25.1]
Temperature on 700 hpa °C [—29.2, 12.0]
Temperature on 500 hpa °C [—42.9, 0.0]
Cloud cover from the lower floor Octant [0.0, 8.0]
Cloud cover from the medium floor Octant [0.0, 8.0]
Cloud cover from the upper floor Octant [0.0, 8.0]
Ground fog Octant [0.0, 8.0]
Base height of convection cloud above msl hPa [0.0, 471.0]
Top height of convection cloud above msl ~ hPa [0.0, 1430.0]
Rain amount (grid scale and convective) ~ mm [0.0, 103.5]
Snow amount (grid scale and convective) — mm [0.0, 32.5]
Water content of snow m [—0.5, 0.3]
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Table 3: Summary of experimental results

KTW KTW KTW WOD WOD WOD CIE CIE CIE WOD WOD WOD

station station station station station station station station station station station station

hourly hourly hourly hourly hourly hourly daily avg. daily avg. daily avg. daily avg. daily avg. daily avg.
avg. o aff avg. @ aff avg. @ af avg. a af mean o
Fractional Rank 1 1 2 1 1 1 1 9 2 1 1 1 1.8 2.3
RMSE,sguc -9.4% -16.0%  -54%  -8.9% -132% -12.5% -14.3% -8.4% -11.0% -16.3% -20.5% -20.3% | -13.0%  4.7%
M Rank 2 4 3 3 2 2 3 15 3 2 3 2 3.7 3.6
-8.2% -14.6% -5.0% “7.7%  -11.0% -9.6% -10.1% -2.6% -7.9% -16.2% -17.0% -14.7% | -104%  4.5%
LIM 3 5 4 2 3 3 2 14 4 3 2 3 4.0 3.3
RMSFE yspuel. -8.1% -14.4% -4.9% -7.8%  -10.8% -9.2% -10.2% -3.7% -7.3% -15.5% -17.0% -13.5% | -10.2% 4.2%
FA Rank 5 3 6 4 4 4 5 13 5 4 4 7 5.3 2.6
RMSEysguc -74%  -14.9% -4.7% -6.1% -9.9% -8.7% -6.0% -3.8% -7.3% -14.0% -14.6% -12.8% | -9.2%  4.0%
PCA Rank 4 2 5 5 5 6 4 17 16 5 5 15 74 5.3
RMSE,spua.  -80% -15.0% -48% -5.6% -9.1% -7.8% -6.7% 7.6% 0.7% -12.7% -13.5% -98% | -71%  6.3%
ProbPCA Rank 6 6 1 6 6 5 6 18 17 6 6 14 8.1 5.2
SEysEBuct -6.3% -14.2% -5.5% -2.7% -9.0% -8.3% -5.1% 13.4% 0.5% -9.3% -12.7% -9.9% | -5.8% 7.3%
Euclidean Rank 7 18 8 7 15 18 7 16 15 7 18 18 12.8 5.1
RMSEgucl. 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%  0.0%
Laplacian Rank 10 7 7 8 7 8 8 8 1 8 7 8 7.3 2.1
RMSE,spuc 14.7%  -8.6%  -2.5% 21.3%  -27%  -4.8% 19.0% -9.0% -12.1% 16.3% -11.0% -12.5% 1.2%  14.1%
LPP Rank 8 9 9 11 8 7 10 4 8 § 8 6 8.1 18
sEucl. 12.8% -6.2% 0.3%  28.5% -2.7% -5.0% 20.6% -11.7% -6.7% 17.3% -10.6% -13.0% 20% 14.1%
LTSA Rank 11 8 11 15 9 11 11 7 9 14 9 4 9.9 3.0
RMSFEysguel 16.2% -6.4% 0.9%  31.3% -1.6% -4.4% 21.3% -9.6% -6.4% 19.5% -9.0% -13.3% 3.2% 14.8%
LLTSA Rank 13 11 13 14 12 12 9 1 7 13 11 10 10.5 3.6
RMSEyspuc 16.7% -5.3% 1.9%  31.0% -0.6% -3.9% 20.4% -13.6% -7.0% 19.1% -7.2% -11.8% 3.3% 14.6%
NPE Rank 16 12 16 12 11 10 13 2 6 11 10 5 10.3 4.2
RMSE,spuc. 18.7% -4.7% 47%  29.8% -1.1% -4.4% 22.7% -11.8% -7.2% 17.9% -8.5% -13.1% 3.6% 14.8%
tSNE Rank 9 10 10 10 10 16 14 10 13 10 13 17 11.8 2.7
SEysBuc. 14.3% -5.6% 0.7%  27.6% -1.2% -2.5% 24.0% -7.6% -3.8% 17.8% -5.9% -7.3% 4.2%  13.0%
LMDS Rank 12 13 12 17 14 13 12 3 11 16 12 9 12.0 3.5
RMSE el 16.4% -4.6% 1.4% 33.1% -0.1% -3.6% 22.2% -11.8% -4.1% 19.8% -6.9% -12.1% 4.2%  14.8%
RP Rank 14 15 14 9 13 9 17 12 18 15 16 13 13.8 2.8
RMSE,spua. 168%  -3.6% 21%  21.3%  -0.1%  -4.6% 26.9% -5.3% 1.3% 19.6% -2.8% -10.4% 5.6% 13.3%
Kernel PCA Rank 15 14 15 13 16 14 16 11 14 17 15 16 14.7 1.6
RMSE spuyct. 18.1% -3.7% 41%  30.8% 0.4% -3.3% 26.8% -7.5% -2.1% 20.2% -4.9% -9.6% 58% 14.2%
LLE Rank 18 17 18 16 18 15 15 6 12 12 17 12 14.7 3.6
RMSFE yspucl 24.4% -1.0% 7.9%  32.3% 1.8% -2.7% 24.1% -10.6% -4.0% 18.1% -2.8% -10.4% 6.4% 14.7%
SPE Rank 17 16 17 18 17 17 18 5 10 18 14 11 14.8 4.1
RMSEyspuc 23.5% 2.2% 4.7%  35.0% 1.5% -2.0% 27.8% -11.3% -4.7% 21.2% -5.6% -10.7% 6.4% 16.0%

Table 4: Results of methods for the hourly forecasting values for CO, NOs, O3, PM;y and
S04 for Katowice station (RMSE) using out-of-sample extension.
Method | Method CcO NO, O3 PM;o SO9
+1 +2 +3|+1 +2 +3|+1 +2 +3|+1 +2 +3|+1 +2 +3
day day day | day day day |day day day |day day day | day day day
average LIM 0.30 0.30 0.31| 14.99 15.50 16.02 18.49 19.94 20.90 30.14 30.19 31.47 9.16 9.15 9.45
+0.0%  +0.0%  +0.0% | +1.1% +0.8% +0.5% | +0.1% +0.2% +0.3% | +0.1% +0.3% +0.2% | +0.7% +0.4% +0.5%
FA 0.30 0.30 0.31| 15.14 15.64 16.10 18.42 19.94 20.76 30.61 30.66 31.93 9.25 9.28 9.61
+0.0%  +0.0%  +0.0% | +1.1% +0.7% +0.5% | +0.0% +0.3% +0.2% | +0.1% +0.2%  +0.5% | +0.3% +0.3% +0.2%
PCA 0.29 0.30 0.31 | 14.89 15.47 16.07 18.57 19.95 21.11 30.19 30.80 32.2§ 9.11 9.07 9.40
+0.0%  +0.0% +0.0% | +0.1% +0.3% +0.4% | +0.4% +0.5% +0.6% | -0.1%  +0.2% +0.3% | +0.7% +0.3% +1.0%
a-stand. LIM 0.28 0.37 0.40 | 12.88 17.56 19.45| 15.28 20.80 22.95| 24.22 34.49 38.95| 7.16 9.04 9.97
+3.7%  +5.7%  42.6% | +2.2% +1.0% +0.3% | +0.0% +0.4% +1.1% | +4.1% +2.2% +24% | +1.4% 40.2% +0.4%
FA 0.28 0.36 0.39 | 12.90 17.50 19.46| 15.24 20.51 22.36| 23.45 34.06 38.17 7.10 9.10 9.99
+TT%  +2.9%  +2.6% | +1.7% +1.9% +14% | -02%  -0.2%  +0.4% | +0.8% +1.7% +1.9% | +0.1% +0.7% +0.7%
PCA 0.27 0.36 0.39 | 12.74 17.28 19.23 15.31 20.66 22.79| 23.1 33.19 37.23 7.12 9.15 10.05
+3.8%  +2.9% +2.6% | +0.4% +0.2% +0.1% | -0.3%  -0.1%  +0.6% | +1.4% +0.1% -0.5% | +1.3% +1.8% +2.0%
af-stand. | LIM 0.22 0.35 0.38 | 12.84 18.74 21.04 15.96 22.71 24.6 | 25.32 39.44 44.30| 7.15 9.96 10.90
+0.0%  +2.9% +27% | +14% +0.4% +0.1% | -1.2%  -04%  +0.7% | -0.2%  +1.9% +2.0% | -0.1%  -1.2%  -0.4%
FA 0.23 0.35 0.39 | 12.85 18.89 21.03 15.88 22.41 24.23| 25.31 39.52 43.78| 7.33 10.27 11.25
F4.5%  +2.9%  +2.6% | +21% +1.5% +1.3% | 402% -0.1%  -0.1% | -0.4%  +1.9% +2.0% | +0.0% -0.5%  +0.0%
PCA 0.22 0.34 0.38 | 12.83 18.77 21.09 16.04 22.65 24.37| 25.56 38.8 43.79| 7.33 10.18 11.13
+0.0%  4+0.0%  40.0% | +0.7% +0.8% +1.9% | +0.5% +0.2% +0.6% | -0.6% -0.4% +0.1% | +2.1% +1.9% +1.3%
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Table 5: Results of methods for the daily average forecasting values for CO, NOs, Og,
PM;g and SO; for Cieszyn station (RMSE) using out-of-sample extension.

Method | Method CO NO, O3 PMio SO,
+1 +2 +3/+1 +2 +3|+1 +2 +3|+1 +2 +3|+1 +2 +3
day day day | day day day |day day day |day day day | day day day
average LIM 0.31 0.29 0.29 | 8.34 8.30 8.56 | 20.51 21.39 22.54| 24.72 24.31 25.61| 7.67 7.69 8.09
+3.3%  +0.0% +0.0% | +1.7% +1.1% 40.5% | +3.2% +2.6% +1.3% | +10.9% +7.7% +12.0%| -2.0% -1.9% -2.3%
FA 0.32 0.30 0.29 | 8.54 8.61 8.72| 20.19 21.20 22.53| 26.06 25.30 26.36| 7.75 7.67 8.15
+0.0% 6.3% -6.5% +1.4%  +0.3% -1.1% +2.0%  +1.9% +1.3% | +84% +3.3% +9.0% | -8.4% -7.3% -4.9%
PCA 0.32 0.31 0.31| 8.68 8.72 8.90 | 21.04 21.69 22.94| 24.75 24.55 26.15| 8.23 8.19 8.74
+0.0%  +3.3%  +3.3% | +3.2% +3.2% +3.5% | +1.7% +1.5% +0.6% | +0.9% +2.3% +2.3% | +5.2% +5.0% +5.7%
a-stand. LIM 0.24 043 0.46 | 4.69 10.28 12.61| 11.56 24.96 30.47| 17.43 34.32 33.88| 4.80 9.64 10.69
+14.3%  +22.9% +24.3%| +4.2%  +2.2%  +2.8% | +1.8% +3.5% +1.7% | +65.1% +36.4% +21.5%| -0.2%  -1.7%  -2.2%
FA 0.25 0.53 0.59 | 4.74 10.28 12.22| 11.48 24.49 2891| 16.46 35.16 43.03| 4.83 9.77 10.72
+13.6% +17.8% +18.0%| +10.7% +11.0% +12.9%| +3.5% +1.7% -2.0% | +59.7% +42.6% +54.1%| +6.2% +5.9% +7.3%
PCA 0.31 0.52 0.56 | 4.69 10.29 13.22| 11.72 24.25 29.62| 17.19 33.78 35.67| 5.01 9.84 10.95
+29.2% +30.0% +16.7%| -2.3% -2.6% -0.6% +1.8% +0.3% 40.2% | +3.7% +6.6% +9.6% | +1.6% -1.2% -5.7%
af-stand. | LIM 0.18 0.35 0.39| 5.00 10.66 12.90| 12.11 24.95 30.35| 13.93 31.27 32.72| 5.50 10.77 11.72
+20.0% +12.9% +11.4%| +4.4% 4+0.9% +0.4% | +1.6% +2.8% +2.6% | +10.4% +15.3% +9.7% | +0.5% +0.5% -0.7%
FA 0.22 0.44 0.48| 496 10.89 12.79 12.18 25.43 31.09| 15.95 34.68 33.95| 5.86 11.00 11.65
+15.8% +22.2% +20.0%| +7.1% +7.8% +9.4% | +4.3% +4.4% +2.3% | +34.5% +36.1% +22.2%| +5.8% -1.2%  -1.8%
PCA 0.19 0.37 0.39 | 486 10.29 12.18 12.50 24.48 29.65| 17.97 34.16 36.19| 5.46 10.71 11.64
+11.8% +8.8%  +0.0% | -2.0%  -7.6%  -12.7% | +7.3% +1.3% +0.3% | -2.9%  +10.9% +8.1% | -4.0%  -0.7%  -0.1%
Table 6: Results of methods for the hourly forecasting values for CO, NOs, O3, PM;y and
S04 for Wodzislaw Slaski station (RMSE) using out-of-sample extension.
Method | Method CcO NO, O3 PM;o SO,
1 t2 +3|+1 +2 +3[+1 +2 +3|+1 +2 +3[+1 +2 +3
day day day | day day day |day day day |day day day | day day day
average LIM 0.36 0.37 0.37| 11.97 12.1 12.14 17.86 19.26 20.45 48.21 48.4 48.9§ 12.14 12.1 12.25
+0.0%  +2.8% +2.8% | +0.3% +0.6% +0.9% | +0.4% +0.1% +0.1% | +7.9% +24% +1.5% | +0.1% +0.2%  +0.0%
FA 0.37 0.38 0.38 | 12.23 12.26 12.24 17.96 19.34 20.34 48.81 49.09 49.79 12.31 12.22 12.43
+0.0%  +2.7%  +2.7% | +0.1% -01%  -0.2% | -0.2%  -0.4%  -1.6% | +7.2% +24% +1.3% | -1.0%  -0.5%  +0.2%
PCA 0.36 0.37 0.37 | 12.08 12.30 12.34 17.96 19.4 20.79 48.53 49.44 49.82 12.41 12.46 12.63
+0.0%  +0.0%  +0.0% | -0.2%  +0.0% +0.5% | -0.3%  +0.3% +1.5% | -0.3%  +0.2% +0.3% | +0.2% +0.6% +0.9%
a-stand. LIM 0.32 0.44 0.46 | 9.86 12.85 13.73 14.94 20.97 22.85| 39.33 58.32 63.65| 10.32 13.59 14.38
+3.2% 4+2.3% +2.2% | +1.4% +0.5% +1.4% | +0.5% +1.5% +0.8% | +7.2% +6.5% +72% | +1.2% +1.6% +1.1%
FA 0.32 0.44 0.46 | 9.87 128 13.72 15.19 20.88 22.4 | 39.21 58.35 63.66| 10.31 13.67 14.55
+3.2% +2.3% +2.2% | +0.0% -0.9% -0.6% +1.3%  +0.6% -0.5% +7.4%  +5.5% +4.8% | -0.2% -0.1% -0.4%
PCA 0.32 0.44 0.46 | 9.76 12.84 13.73 14.79 20.76 22.88| 38.97 58.47 62.76| 10.35 13.62 14.65
+3.2%  +2.3%  +2.2% | -0.1%  +0.2%  +0.9% | -0.6%  +0.1% +1.1% | +0.0% +0.4% -1.0% | -0.1%  +0.4% +0.5%
af-stand. | LIM 0.29 0.44 0.47| 9.72 13.74 14.72 15.80 22.67 24.53| 41.76 63.44 68.96| 10.57 15.31 16.35
+0.0%  +0.0%  +2.2% | +0.5% +1.7% +1.1% | +1.7% +0.5% +0.8% | +9.6% +9.8% +11.1%| +0.2% +0.7%  +0.5%
FA 0.29 0.44 0.47 | 9.83 13.74 14.79 16.03 23.32 24.98| 40.71 62.38 67.77| 10.54 15.04 16.24
+0.0%  +0.0%  +0.0% | +0.5% +0.1% -0.1% | +0.3% +3.1% +2.4% | +7.1% +7.3% +6.9% | +0.9% +0.3% +0.9%
PCA 0.29 0.44 0.47 | 9.78 13.63 14.68 15.84 22.62 24.69| 40.85 62.18 66.65| 10.38 14.75 16.19
+0.0%  +2.3%  +2.2% | +0.2% -02%  +0.2% | -0.1%  +0.1% +0.0% | -0.4%  -0.1%  -1.6% | +0.8% +0.7% +0.9%

Table 7: Common Air Quality Index bands definition

BAND CO [8h moving avg.] SO, [1h] Oz [1h] PMI0 [1h] NOg [1h]
0 [0,5000] [0,50] [0,60] [0,25] [0,50]
1 [5001,7500]  [51,100]  [61,120] (26,50]  [51,100]
2 [7501,10000]  [101,300] [121,180] (51,90  [101,200]
3 [10001,20000] [301,500] [181,240]  [91,270] [201,400]
4 >20001 >501 >241 >271 >401
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Table 8: Ratio of NOs forecasts with errors expressed in CAQI bands.

+1 day +2 day +3 day
Station Method | 0 band 1 band | 0 band 1band 2 band | 0 band 1 band 2 band
Fractional 98.26 1.74 92.68 7.32 0.00 89.43 10.48 0.09
LIM 98.35 1.65 91.45 8.40 0.14 88.30 11.36 0.33
Katowice FA 98.40 1.60 92.21 7.69 0.09 88.08 11.30 0.62
PCA 98.04 1.96 92.20 7.70 0.10 88.85 10.78 0.37
Euclidean 95.31 4.69 89.36 10.36 0.28 84.66 14.58 0.76
Fractional 98.60 1.40 96.27 3.03 0.70 94.02 5.23 0.75
LIM 98.46 1.54 94.98 3.78 1.24 92.74 6.69 0.57
Cieszyn FA 98.32 1.68 95.39 4.47 0.14 93.00 6.81 0.19
PCA 98.10 1.90 94.81 3.88 1.31 93.09 5.83 1.08
Euclidean 98.60 1.40 94.39 5.52 0.09 92.07 7.74 0.19
Fractional 98.72 1.28 96.49 3.46 0.05 94.94 5.01 0.05
LIM 98.91 1.09 95.95 3.91 0.14 94.78 5.02 0.20
Wodzislaw FA 98.67 1.33 95.69 4.11 0.19 94.55 5.31 0.15
PCA 98.81 1.19 96.00 3.85 0.15 94.78 5.02 0.19
Euclidean 98.37 1.63 95.51 4.29 0.20 93.63 6.18 0.19
Table 9: Ratio of O3 forecasts with errors expressed in CAQI bands.
+1 day +2 day +3 day
Station Method | 0 band 1 band | 0 band 1band 2 band | 0 band 1band 2 band
Fractional 96.94 3.06 91.01 8.99 0.00 88.27 11.73 0.00
LIM 96.34 3.66 87.68 12.32 0.00 84.74 14.96 0.45
Katowice FA 96.29 3.71 87.94 12.01 0.15 85.56 14.28 0.23
PCA 96.24 3.76 88.64 11.36 0.00 85.33 14.43 0.37
Euclidean 93.98 6.02 85.59 14.41 0.00 82.67 17.07 0.39
Fractional 96.04 3.96 88.75 11.00 0.38 82.19 17.11 1.05
LIM 96.74 3.26 87.53 12.28 0.29 82.24 17.18 0.87
Cieszyn FA 96.98 3.02 88.33 11.48 0.29 81.85 17.39 1.15
PCA 96.27 3.73 88.60 11.16 0.36 80.98 18.74 0.42
Euclidean 96.41 3.59 88.76 11.20 0.14 83.22 16.40 0.57
Fractional 98.05 1.95 93.39 6.24 0.56 90.40 8.86 1.12
LIM 97.81 2.19 91.60 8.40 0.00 87.20 12.76 0.05
Wodzislaw FA 97.95 2.05 91.15 8.85 0.00 87.54 12.41 0.14
PCA 97.25 2.75 91.12 8.88 0.00 87.42 12.48 0.14
Euclidean 96.75 3.25 90.86 8.76 0.57 87.62 11.25 1.13

Table 10: Ratio of PM10 forecasts with errors expressed in CAQI bands.

+1 day +2 day +3 day
Station Method | 0 band 1band 2band 3band | 0 band 1band 2band 3band | 0 band 1band 2band 3 band
Fractional 91.70 7.37 0.89 0.04 66.74 28.46 4.7 0.09 64.26 29.72 5.83 0.19
LIM 91.71 7.45 0.80 0.05 86.57 11.29 2.00 0.14 86.25 11.28 2.29 0.19
Katowice FA 92.15 7.10 0.70 0.05 87.52 10.16 2.18 0.14 86.53 10.95 2.33 0.19
PCA 91.86 7.34 0.75 0.05 86.91 10.72 2.28 0.09 86.32 10.89 2.61 0.19
EBuclidean 91.96 7.29 0.75 0.00 87.44 10.42 2.05 0.09 86.23 11.26 2.47 0.04
Fractional 93.68 5.86 0.45 0.00 89.50 9.16 1.34 0.00 87.82 10.31 1.87 0.00
LIM 94.00 5.44 0.51 0.05 89.49 8.57 1.94 0.00 88.93 8.65 2.42 0.00
Cieszyn FA 93.41 5.84 0.71 0.05 90.26 7.92 1.72 0.10 89.61 8.41 1.98 0.00
PCA 91.90 7.10 0.90 0.10 88.68 8.59 2.52 0.21 87.76 9.08 3.05 0.10
EBuclidean 93.78 5.56 0.61 0.05 90.10 8.46 1.45 0.00 89.32 8.75 1.93 0.00
Fractional 94.06 5.70 0.23 0.00 90.84 7.85 1.26 0.05 89.86 8.51 1.63 0.00
LIM 94.02 5.60 0.37 0.00 91.10 7.16 1.56 0.19 90.06 7.78 1.93 0.23
Wodzislaw FA 94.09 5.53 0.37 0.00 91.18 7.09 1.59 0.14 89.83 8.23 1.84 0.10
PCA 93.22 5.86 0.83 0.09 90.40 7.13 2.28 0.19 89.28 8.06 2.42 0.23
Euclidean 94.75 4.83 0.42 0.00 91.38 7.11 1.37 0.14 90.43 7.82 1.56 0.19
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Figure Captions

Figure 1. The explorative forecast procedure diagram.
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Figure 1: The explorative forecast procedure diagram.
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