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Abstract—In this letter, the Taylor series expansion is used to transform the design problem of a fractional delay filter into the one of a first-order differentiator such that the conventional finite-impulse response and infinite-impulse response differentiators can be applied to design a fractional delay filter directly. The proposed structure is more efficient than the well-known Farrow structure in terms of filter coefficient storage because only one first-order differentiator needs to be designed and implemented. Moreover, one design example is demonstrated to illustrate the effectiveness of this new design approach.

Index Terms—Differentiator, fractional delay filter.

I. INTRODUCTION

In many applications of signal processing, there is a need for a delay that is a fraction of the sampling period. These applications include time adjustment in digital receivers, beam steering of antenna array, speech coding and synthesis, modeling of music instruments, sampling rate conversion, time delay estimation, comb filter design, analog–digital conversion, etc. [1]–[10]. An excellent survey of the fractional delay filter design is presented in tutorial papers [3], [4]. The desired frequency response of the variable fractional delay filter is given by

\[ H_D(\omega; p) = e^{-j\omega(D+p)} \]

where \( D \) is an integer, and \( p \) is a variable or adjustable fractional number in the range \([-0.5, 0.5]\). So far, there have been several methods to design variable fractional delay finite-impulse response (FIR) filters. In [5], the transfer function of the FIR filter used to approximate this specification is chosen as follows:

\[ H(z, p) = \sum_{n=0}^{N} a_n(p)z^{-n} \]

where \( a_n(p) \) are the polynomial functions in \( p \) of degree \( M \), i.e.,

\[ a_n(p) = \sum_{k=0}^{M} a_{nk}p^k. \]

Substituting (3) into (2), the transfer function can be rewritten as

\[ H(z, p) = \sum_{k=0}^{M} \sum_{n=0}^{N} a_{nk}z^{-n}p^k = \sum_{k=0}^{M} G_k(z)p^k \]

where \( G_k(z) = \sum_{n=0}^{N} a_{nk}z^{-n} \). In [5]–[10], several approaches have been proposed to design \( M+1 \) subfilters \( G_k(z) \) for \( k = 0, 1, \ldots, M \) such that the filter \( H(z, p) \) approximates the desired response \( H_D(\omega, p) \) as well as possible. Once the \( M+1 \) subfilters \( G_k(z) \) have been designed, the filter \( H(z, p) \) can be implemented by the efficient Farrow structure shown in Fig. 1 [5].

On the other hand, the digital differentiator has been a very useful tool to determine and estimate the time derivatives of a given signal. For example, in radar and sonar applications, the velocity and acceleration are computed from position measurements using differentiators [11]. In biomedical engineering, it is often necessary to obtain the higher order derivatives of biomedical data, especially at low-frequency ranges [12]. Until now, several methods have been developed to design infinite-impulse response (IIR) and FIR digital differentiators such as the Remez exchange algorithm [13], eigenfilter method [14], least squares method [15], [16], quadratic programming [17], etc. In this letter, the Taylor series expansion will be used to transform the design problem of the fractional delay filter into that of a first-order differentiator such that conventional FIR and IIR differentiators can be applied to design the fractional delay filter directly. The proposed structure is more efficient than the Farrow structure in Fig. 1 in terms of filter coefficient storage because only one first-order differentiator needs to be designed and implemented instead of \( M+1 \) subfilters. Finally, it is worth mentioning that the idea of implementing a fractional delay filter or interpolation with various-order differentiators is not new. The related researches can be found in [18] and [19]. However, in this letter, the idea of only using the single first-order differentiator is novel.
II. DESIGN METHOD

In this section, we will use the Taylor series expansion to transform the design problem of the fractional delay filter into the one of a first-order differentiator. The main idea is based on the following fact.

**Fact:** If the frequency response of the first-order differentiator is denoted by $F(\omega) = (j\omega)e^{-j\omega n_0}$ and delay $D = Mn_0$, then it can be shown that the fractional delay filter $H_d(\omega, p)$ can be written as

$$H_d(\omega, p) = \sum_{k=0}^{M} \left(\frac{-1}{k!}\right)^{k} (e^{j\omega n_0})^{M-k} p^k + O(p^{M+1})$$

(5)

where $M, n_0$ are two prescribed integers, and $O(x)$ denotes a term which goes to zero at least as $x$ when $x$ approaches zero.

**Proof:** Using the Taylor series expansion, the term $e^{-j\omega p}$ can be expressed as a polynomial of $p$ as follows:

$$e^{-j\omega p} = \sum_{k=0}^{\infty} \left(\frac{-p}{k!}\right)^{k} (j\omega)^{k}$$

$$= \sum_{k=0}^{M} \left(\frac{-1}{k!}\right)^{k} (j\omega)^{k} p^k + p^{M+1} \left[ \sum_{k=M+1}^{\infty} \left(\frac{-1}{k!}\right)^{k} (j\omega)^{k} p^{-(M+1)} \right]$$

(6)

By multiplying both sides by the factor $e^{-j\omega D}$, we get the following equality:

$$e^{-j\omega (D+p)} = \sum_{k=0}^{M} \left(\frac{-1}{k!}\right)^{k} (j\omega)^{k} e^{-j\omega D} p^k + O(p^{M+1}).$$

(7)

Substituting $D = Mn_0$ into (7) and using equality $F(\omega) = (j\omega)e^{-j\omega n_0}$, we get

$$e^{-j\omega (D+p)} = \sum_{k=0}^{M} \left(\frac{-1}{k!}\right)^{k} (j\omega)^{k} e^{-j\omega Mn_0} p^k + O(p^{M+1})$$

$$= \sum_{k=0}^{M} \left(\frac{-1}{k!}\right)^{k} (j\omega)^{k} e^{-j\omega Mn_0} e^{-j\omega (M-k)n_0} p^k + O(p^{M+1})$$

$$= \sum_{k=0}^{M} \left(\frac{-1}{k!}\right)^{k} [F(\omega)]^{k} (e^{-j\omega n_0})^{M-k} p^k + O(p^{M+1}).$$

(8)

Because the fractional number $p$ is in the range $[-0.5, 0.5]$, the term $O(p^{M+1})$ approaches zero when $M$ is very large. Thus, the ideal response of the fractional delay filter can be approximated by the following form:

$$\hat{H}_d(\omega, p) = \sum_{k=0}^{M} \left(\frac{-1}{k!}\right)^{k} [F(\omega)]^{k} (e^{-j\omega n_0})^{M-k} p^k.$$ 

(9)

The larger $M$ is, the better approximation that $\hat{H}_d(\omega, p)$ has. In order to evaluate the performance of this approximation, the normalized root mean square (NRMS) error is defined by

$$\text{NRMS} = \left[ \int_{0}^{\infty} \left| \hat{H}_d(\omega, p) - H_d(\omega, p) \right|^2 d\omega \right]^{1/2}$$

(10)

It is easy to show $|\hat{H}_d(\omega, p) - H_d(\omega, p)| = |\sum_{k=0}^{M} (-1)^{k} [F(\omega)]^{k} (e^{-j\omega n_0})^{M-k} p^k|$ and $|H_d(\omega, p)| \geq 1$, so the NRMS only depends on the choice of $M$ and $\alpha$. Table I lists the NRMS for various $M$ and $\alpha = 0.9$. From this result, it can be found that when $M \geq 5$, the NRMS is less than 0.1%. Thus, the $\hat{H}_d(\omega, p)$ approximates the ideal response $H_d(\omega, p)$ very well for $M \geq 5$.

Now, let us describe how to design a variable filter $H(z, p)$ to approximate $\hat{H}_d(\omega, p)$. From (9), we see that if a filter $G(z)$ is designed to approximate the first-order differentiator response $F(\omega) = (j\omega)e^{-j\omega n_0}$, then the following filter

$$H(z, p) = \sum_{k=0}^{M} \left(\frac{-1}{k!}\right)^{k} G(z) z^{-n_0 (M-k)} p^k$$

(11)

approximates $\hat{H}_d(\omega, p)$ well. Based on (11), the fractional delay filter can be implemented by the $M$ same first-order differentiator $G(z)$ and $M$ integer delay $z^{-n_0 (M-k)}$ shown in Fig. 2. Thus, the design problem reduces to the design of first-order differentiator $G(z)$. In the literature, several methods have been proposed to design FIR and IIR differentiator $G(z)$ [13]–[17]. Once $G(z)$ has been designed and inserted into the structure in Fig. 2, we can easily adjust the fractional number $p$ to obtain the desired delay response. Now, three aspects of the efficiency are used to compare the Farrow structure in Fig. 1 with the proposed structure in Fig. 2.

1) **Computational complexity:** The Farrow structure has $M + 1$ subfilters $G_k(z)$, but our structure has $M$ filters.
Fig. 2. Proposed structure for the fractional delay filter. The $G(z)$ is the first-order differentiator.

$G(z)$ and $M$ scalar multiplications. Thus, both structure almost have the same arithmetic complexity.

2) *Delay of filter*: In Farrow structure, the integer delay $D$ is fixed and specified in advance, but the delay $D$ in our structure is equal to $MN_0$. Thus, when the number of sub-filters $M$ is large, the delay of the proposed structure is longer than the delay of Farrow structure.

3) *Storage requirement*: For the implementation of Farrow structure, there are the coefficients of $M + 1$ subfilters necessary to be stored in the memory. However, for the proposed structure, only the coefficients of a single first-order differentiator need to be stored in the memory. Thus, the proposed structure is more efficient than the Farrow structure in terms of the filter coefficient storage.

### III. DESIGN EXAMPLE

In this section, an example performed with MATLAB language in an IBM-compatible personal computer is presented to illustrate the effectiveness of the proposed design method. To evaluate the performance, the maximum absolute error $\epsilon_{\text{max}}$ and rms error $\epsilon_{\text{rms}}$ are defined by

\[
\epsilon_{\text{max}} = \max\{ |e(\omega; p)|; \omega \in [0, \alpha \pi], p \in [-0.5, 0.5]\}
\]
\[
\epsilon_{\text{rms}} = \left[ \int_{-0.5}^{0.5} \int_{0}^{\alpha \pi} |e(\omega; p)|^2 \, d\omega \, dp \right]^\frac{1}{2}
\]

where error

\[
e(\omega; p) = H_d(\omega; p) - H(e^{j\omega}; p).
\]

In this example, the parameters are chosen as $n_0 = 29$, $M = 7$, and $\alpha = 0.9$. Thus, the integer delay $D = MN_0 = 203$. Now, the least squares method in [16] is used to design linear phase FIR differentiator $G(z)$ with length $2n_0 + 1$ and passband edge frequency $\omega_p = \alpha \pi$. Fig. 3 shows the magnitude response of the designed first-order differentiator $G(z)$. Clearly, $G(z)$ approximates the ideal response $\omega$ well in the range $[0, 0.9\pi]$. By inserting the designed differentiator $G(z)$ into the structure in Fig. 2, the variable fractional delay filter $H(z; p)$ can be obtained. Figs. 4 and 5 depict the magnitude response in decibel scale and group delay of the designed variable fractional delay filter $H(z; p)$ in the frequency range $[0, 0.9\pi]$ for different $p \in [-0.5, 0.5]$. The maximum absolute error $\epsilon_{\text{max}}$ is $4.306 \times 10^{-4}$ and rms error $\epsilon_{\text{rms}}$ is $4.272 \times 10^{-5}$. Because the errors are very small, the specification is well fitted.

Finally, it is interesting to compare the performance of the proposed structure with conventional Farrow structure under the same arithmetic complexity. Because filter $G_k(z)$ in Farrow structure is nonlinear phase, there are $N + 1$ multiplications needed to implement $G_k(z)$. In the above example, the first-order differentiator $G(z)$ is linear phase with length $2n_0 + 1$, so there are $n_0$ multiplications needed to implement differentiator
Thus, when we choose $N + 1 = n_0$, the filters in both structures have the same arithmetic complexity. Now, the conventional weighted least squares method in [7] is used to design filters $G_k(z)$ in Farrow structure with specification $N = 30$, $D = N/2 = 15$ and uniform weighting. As a result, the maximum absolute error $\varepsilon_{\text{MAX}}$ is $4.778 \times 10^{-3}$ and rms error $\varepsilon_{\text{rms}}$ is $7.845 \times 10^{-4}$. Thus, the proposed structure has smaller design errors than the Farrow structure under the same arithmetic complexity. However, the delay $D$ of Farrow structure is 15, but the delay $D$ of our structure is $Mn_0 = 203$. Thus, the proposed structure has longer delay than the Farrow structure.

IV. CONCLUSION

In this letter, the Taylor series expansion has been used to transform the design problem of the fractional delay filter into the one of a first-order differentiator such that the conventional digital differentiators can be directly applied to design a fractional delay filter. The proposed structure is more efficient than the well-known Farrow structure in terms of filter coefficient storage because only a single first-order differentiator needs to be designed and implemented.
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