
Google: Adrian Horzyk
Adrian Horzyk

horzyk @agh.edu.pl

AGH University of Science and Technology
Faculty of Electrical Engineering, Automatics, Computer Science and Biomedical Engineering

Department of Biocybernetics and Biomedical Engineering

1

https://www.google.com/search?q=Adrian+Horzyk
mailto:horzyk@pwsz.krosno.pl
http://home.agh.edu.pl/~horzyk/index-eng.php
http://home.agh.edu.pl/~horzyk/index-eng.php


2

http://home.agh.edu.pl/~horzyk/index-eng.php


Optimization and Regularization

When dealing with artificial neural networks, we come across 
various difficulties with adapting the designed models and 
achieving good generalization properties that determine 
possible practical uses and model performance.

This is why we:

Å choose a loss function anddefine a cost function that will measure 
the model performance to minimize mistakes made by the model,

Å optimizeneural network parameters during the training process,

Å set up or search for appropriate hyperparameters,

Å implement various regularizationtechniquesduring training,

Å augment dataor use transferred modelstrained of bigger datasets

to satisfy the desired requirements and goals of the constructed 
model for a given dataset.
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