INTELLIGENCE

LABORATORY CLASSES

Implementation a simplistic version of
the AGDS or AANG network for some inference reasons

,-/7— =

/ \
{
x|

‘ !

Adrian Horzyk



http://home.agh.edu.pl/~horzyk/index-eng.php
http://home.agh.edu.pl/~horzyk/index-eng.php
http://home.agh.edu.pl/~horzyk/index-eng.php
http://www.agh.edu.pl/en/
http://www.agh.edu.pl/en/

%} IMPLEMENTATION OF THE SIMPLISTIC AGDS OR AANG &0

Implement the simplistic version of an AGDS structure or AANG neural graph for Iris data.
You don’t need to use AVB-trees, AVB+trees, or ASSORT-2 to create it.

You can use hash-tables, classic sorting algorithms, sorted lists, dictionaries,
but the result should be similar and correct.

You don’t need to present your results or a network structure graphically,
Only text form of results is required.

If you like to choose one of the projects implementing AANG (the proposal 1 or 2)
you can include this task in your final projects and do both at one go.

Independently from your choice of implementation AGDS or AANG use the selected one to:
1. Find the most similar object(s) to the given object.
2. Find the most similar object(s) to any combination of input data given on the input.

3. Using associations generate the list of all objects sorted by the similarity to the give
object (Task 1) or any combination of input data (Task 2).
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WEGIHTS COMPUTATION

AGDS nodes representing neighboring (subsequent) values of each
attribute a; are connected and the weight of this connection (edge) AGDS
is computed after the following formula:
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where
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via", vja" - are values represented by the neighboring attribute nodes,

which are connected by an edge in the AGDS graph,
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ASSOCIATIVE INFERENCE USING AGDS STRUCTURES %

Associative data structures AGDS can be now used for associative inference, which is based on moving along the connections to
the connected nodes and computing some values in these nodes on the basis of the send values multiplied by weights of these connections.
In such a way we get the information about e.g. similarity of objects represented by other nodes of the same kind or about the objects that
satisfy some given conditions defined by the represented attribute values. Let’s use our AGDS graph created for 13 Irises for such inference
looking for objects (Irises) Rx which are most similar to R2.

1. We start in the node R2 which assumes the similarity value x=1.0, because this node is 100% similar to itself.

2. Next, we assign values x of the connected nodes representing the following values: 5.8, 2.6, VERSI, 4.0, and 1.2 by multiplying the value
coming from the node R2 with the connection weights, which are equal 1.0. So, as a result, we achieve x=1.0 for all these connected
nodes.
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ASSOCIATIVE INFERENCE USING AGDS STRUCTURES 3

3. Subsequently, the values computed for these nodes are multiplied by next connection weights and send to the neighbor connected
value nodes, for which we also compute their similarity values x.

4. Similarly, we compute the similarity values x for connected object nodes with regards to the necessity to add the passed weighted

values to the sums already stored in these nodes, e.g. for the node R3 we compute x=1.0 *0.2+0.72 * 0.2 +0.7 *0.2=0.48
— 7 pwi 7
JE2C e ]|l il

R3
x=0.20
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4.9 5.0’- 5.4 1. 99600l sllesl6.7 H 2.2} 2.3 2.7113.01l 55113 3 virGiN || 3-3 B 47 { asl{sols.4/|*° 154161, 2111 8l10l20
x=0.78 x=0.94 x=0.94 x=0.88 x=0.74 x=0.91 x=0.91 x=0.66 x=0.61 x=0.72 x=0.64 x=0.80 x=0.70 x=0.63
R4 R6 R7 - R11 "

8 x=0.20 x=0.38 x=0.20 x=0.39 x=0.14 .33 x=0.38 x=0.37
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ASSOCIATIVE INFERENCE USING AGDS STRUCTURES

5. Finally, when we go through all the connected (associated) values nodes computing theirs values of
similarities by multiplying the sender similarity values by connection weights. We also computed
weighted sums for all object nodes, where these weights are here equal w = 1/5 = 0.2. The computed
similarity values for the nodes Rx can be used to compare and designate the most similar objects to
the object R2: R5 (78%), R3 (77%), R1 (75%), ...
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R3 R4 R6 R7 R8 R9 R10 R11 R12 R13

0 x=0.77 x=0.70 x=0.78 x=0.72 x=0.72 x=0.56 x=0.56 x=0.53 x=0.57 x=0.56 x=0.42

It is also worth noting that AGDS graphs are not neural structures, so we are not obligated to multiply the nodes similarity values by
connection weights, but we can also use another formulas, e.g. we can subtract the complement of the connection weight value from the

similarity value represented by the sender: x’ = x - (1 - w).

Consequently, we get another measure of similarity represented by the value nodes and object nodes.

We can also used DASNG graph formulas to calculate weights between value nodes and object nodes to emphasize rarity of the value using
the frequency of connections coming out from value nodes: w = 1 / the number of outgoing connections.
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You can also choose to implement AANG neural network L

sle | swi | ple | pwi | class nhame . : : - - =
'4.9[2.5(4.5[1.7 [ VIRGINICA 2 Eshs| widtin(swl) e =2= 1.0
5.4(3.0[4.5] 1.5 | VERSICOLOR }
5.7/2.5]/5.0] 2.0 VIRGINICA

6.7 [ 3.0 [ 5.0 [ 1.7 | VERSICOLOR

5.9]3.24.8] 1.8 | VERSICOLOR

'6.02.2[(5.0 1.5 VIRGINICA -

5.8 4.0 [ 1.2 | VERSICOLOR ‘ RA2\

6.0 3.0 (4.8 [1.8 [ VIRGINICA 2.2 . 2.5

5.8[2.75.1[1.9] VIRGINICA

6.0 2.7 5.1 [1.6 [ VERSICOLOR 1—%:0.6 >o.7=1-(1—%)>0 0<1-(1—'2'51—03'0|)=0.5<0.6=1—w (10)
'6.5[3.2[5.1]2.0] VIRGINICA ' : : :

SORTED SUBSET OF IRIS PATTERNS



http://home.agh.edu.pl/~horzyk/index-eng.php
http://home.agh.edu.pl/~horzyk/index-eng.php

ACADEMIC WEBSITE - ADRIAN HORZYK, PhD, Prof.

AGH University of Science and Technology in Cracow, Poland
Faculty of Electrical Engineering, Automatics, Computer Science and Biomedical Engineering
Department of Automatics and Biomedical Engineering, Field of Biocybernetics

Dossier || Research | Publications || Courses || Graduates || Consultations || Contact

LECTURES COMPUTATIONAL INTELLIGENCE

Introduction to Artificial, Cognitive and . . . . . .
Computational Intelligence is already under construction and will be available at the spring semester in 2016/2017.

Introduction to Neural Networks This course will include 28 lectures, 14 laboratory classes and 14 project classes.

Models of Neurons

Construction and Learning Strategies What is this course about?

Overview of Neural Network Models This course is intended to give students a broad overview and deep
Multilayer Perceptron MLP knowledge about popular solutions and efficient neural network models as
well as to learn how to construct and train intelligent learning systems in
Radial Basis Function Networks RBF order to use them in everyday life and work. During the course we will deal g ;
Support Vector Machine SVM with the popular and most efficient models and methods of neural networks,
fuzzy systems and other learning systems that enable us to find specific
Reinforcement Learning highly generalizing models solving difficult tasks. We will also tackle with
Deep Learning DL various CI and Al problems and work with various data and try to model
their structures in such a way to optimize operations on them throughout
Unsupervised Training and Networks making data available without necessity to search for them. This is a unique
Self Organizing Maps SOM feature of associative structures and systems. These models and methods
will allow us to forim and represent knowledge in a modern and very efficient
Recurrent Neural Networks way which will enable us to mine it and automatically draw conclusions.
Associative and Semantic Memories You will be also able to understand solutions associated with various tasks
of motivated learning and cognitive intelligence.

Associative Neural Systems
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