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Object Classification, Localization and Detection

Classification

Tasks that can be performed on images: Secmoiion sl ocakonin
. Classification

. Classification with localization
. Detection

. Instance Segmentation

. Semantic Segmentation Noobjct. ustpisels___ Single Onec

Classification is to determine to which class belongs the main object (or sometimes all
objects) in the image.

Classification with localization not only classifies the main object in the image but also
localizes it in the image determining its bounding box (position and size or localization
anchors).

Detection tries to find all object of the previously trained (known) classes in the image
and localize them.

Instance Segmentation is to ...
Semantic Segmentation is to distinguish between ...

Classification Instance
Segmentation

Classification Object Detection

+ Localization

CAT CAT, DOG, DUCK CAT, DOG, DUCK

A =4
T

Single object Multiple objects
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Classification with Localization

Classification using DL is to determine the class of the main object
(that is usually in the centre of the image):

* The number of classes is usually limited and the rest is classified as
background or nothing:

O car

pedestrian

background

() bw by, by, by,

When localizing the object the output of the network contains extra outputs
for a defining bounding box (b,, b,, by, b,) of the object:

* b, —x-axis coordinate of the center of the object
* b, - y-axis coordinate of the center of the object
* b, —height of the object (its bounding box)
* b, —width of the object (its bounding box)
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Example 1: If there is Example 2: If there is
an object of class ¢;:  no object of any of

1 the defined classes:
bx 707
by ?
by ?
Y =|b,, ?
0 y=1?
1 ?
0 ?
L 0 | :

"Pc1 Where

bx p. — probability of the detection of an object of the specified class

in the image, which is equal to 1 when the object is present and

by O otherwise during the training

bh b, — X-coordinate of the bounding box of the object

. b, — y-coordinate of the bounding box of the object

Y = bw b;, — height of the bounding box of the object

Cq b,, — width of the bounding box of the object

Cy c1,Cy, -..,Cx — the possible trained classes of the input image, where
only one ¢ is equal to 1 and the others are equal to O

? — are not taken into account in the loss function because we do not

care these values while no object is detected
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‘ Landmark Detection

o |

In the similar way, we can detect various landmarks in the images and
use it to compute facial gesture, emotion expressions or model it:
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‘ Object Detection and Cropping Out
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Object detection can be made in a few ways:

* using sliding window of the same size or various sizes with different strides
(high computational cost because of many strides) — sliding window detection

* using a grid (mesh) of fixed windows (YOLO - you only look once)

and put the cropped image on the input of the ConvNet:
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Convolutional Implementation of Sliding Windows

2

Many computations for sliding windows repeat as presented by the blue sliding
window and the red one (the shared area) after the two-pixel stride.

Therefore, we implement sliding windows parallelly and share these computations
that are the same for different sliding windows to proceed computations faster.

MAX POOL FC FC FC
> —» —> ] —> | —> |
5% 5 2 X2 5X5 1x1 1x1
14 x 14 x 3 10 X 10 X 16 5Xx5x16 1x1x400 1x1x400 1x1x4
H 1 MAX POOL FC FC FC
H — 1 — — H - B — M
H 5x5 q 2X2 5%5 1x1 1x1
IIIIIIIIIIIIIII: s
16 X 16 X 3 12 x 12 X% 16 6X6X16 2x2x400 2Xx2x400 2X2X%X4
MAX POOL
—> —>
5x5 2 X2 5><5 1><1 1><1

28 %X 28 %3 24 X 24 X 16 12x12%x16 8x8x400 8 x8x400 8x8x4
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Convolutional Implementation of Sliding Windows rx

We can see how the convolutional implementation of the sliding window works
on the image. The drawback is the position of the bounding box designated by the
sliding window might not be very accurate. Moreover, if we want to fit each object
better, we have to use many such parallel convolutional networks for various sizes
of sliding windows. Even though we cannot use appropriately adjusted sizes of
such windows and achieve poor bounding boxes for the classified objects.

MAX POOL
—> —>
5%x5 22 5><5 1><1 1><1

28 x 28 16 X 16 12 x 12 8x8x400 8x8x400 8x8x4
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YOLO - You Only Look Once

In YOLO, we put the grid of the fixed sizes on the image:

 Each object is classified only in a single grid cell where is the midpoint of this object
taking into account the ground-truth frame of it defined in the training dataset:

* Inall other cells, this object is not represented even if they contain fragments of
this object or its bounding box (frame). "Pe
. b
*  For each of the grid cell, we create bx
an (K+5)-dimensional vector storing bz
bounding box and class parameters: y =|b,

* The target (trained) output is a 3D matrix |
of S x S x (K+5) dimensions, where :
S is the number of grid cells in each row -Ck -
and column.

*  This approach works as long as there is only one
object in each grid cell. In practice, the grid is
usually bigger than in this example, e.g. 19x19,
so there is a less chance to have more one middle point of the object inside each
grid cell.
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The YOLO’s bounding boxes are computed using the following formulas:

(b, by, by, by) K e

by =0(ty) +c, & .
by,

by, = a(ty) + ¢, Ic(ty)

Pn bh F—e
o(ty)

by = pw * etw

bp = py - e

where

tx: ty, tw, ty 1S What the YOLO network outputs,

¢, and ¢, are the top-left coordinates of the grid cell, and
p,, and p; are the anchors dimensions for the grid cell (box).


http://home.agh.edu.pl/~horzyk/index-eng.php

Q “ Specifying the Bounding Boxes in YOLO

We specify the bounding boxes in YOLO in such a way:

Each upper-left corner of each grid cell has (0,0) coordinates.

[ ]

Each bottom-right corner of each grid cell has (1,1) coordinates.

*  We measure the midpoint of the object
in these coordinates, here (0.4,0.3).

The width (height) of the object is measured
as the fraction of the overall width (height) of
this grid cell box (frame).

"Dc T -1 7
byl 0.4
by 103
b,| 0.9
y=|n,|=]08
C1 1
Cy 0 | .
-CK— - 0 - (111)

*  The midpoints are always between 0 and 1, while widths and heights could be greater than 1.

. If we want to use a sigmoid function (not ReLU) in an output layer and we need to have
all widths and heights between 0 and 1, we can divide widths by the number of grid cells
in a row (b,,/S), and divide heights by the number of grid cells in a column (b, /S).
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hti‘section Over Union (I0V):

{ Intersection Over Union

Is used to measure the quality of the estimated bounding box to the ground-
truth bounding box defined in the training dataset.

Is treated as correct if IOU 2 0.5 or more dependently on the application.
Is a measure of the overlap between two bounding boxes.

Is computed as the ratio of the size of size of
the intersection between two bounding boxes 10U =
and the union of these bounding boxes: size of
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Non-max suppression avoids multiple bounding boxes for

the detected objects leaving only one with the highest I0OU.

When using bigger grids,
many grid cells might think
that they represent the
midpoint of the detected
object.

In result, every such cell

will produce a bounding box,
so we get multiple bounding
boxes for the same object.

YOLO chooses the one with
the highest probability p..
computed for each grid cell.

AEL

Grid 19x19
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1.

For multiple object detection of
the different classes, we perform
the non-max suppression for each
of these classes independently.

Discard all bounding boxes estimated by the convolutional network which
probability is p. < 0.6.

While there are any remaining T

i
b, | b

bounding boxes: S
1. Pick this one with the largest p., 4
and output that as a prediction of \\ -
the detected object. '

(selection step)

Discard any remaining bounding
box with 10U 2 0.5 with the box -
output in the previous step.

(pruning/suppression step)

4,% I

Grid 19x19
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When two or more objects are in almost the same place in the image
and their midpoints of their ground-truth bounding boxes fall into
the same grid cell, we cannot use the previous algorithm but define

a few anchor boxes with the predefined shapes associated with
different classes of objects that can occur in the same grid cell:

—
Pc
Al
b

Example: i1
y
Anchor box 1 (Al): b’

Anchor box 2 (A2): e

A2 The YOLO algorithm with anchor boxes assigns each object in
training image to the grid cell that contains the object’s midpoint
| cii? ] and the appropriate anchor box for the grid cell with the highest I0U.
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There are no midpoints of objects in the cell.

There is one midpoint of the object of the anchor 1 and class ¢, in the cell.

There is one midpoint of the object of the anchor 2 and class c, in the cell.

For two anchor boxes in the grid cell, we consider four cases:
1.

There is two midpoints of two object of the anchor 1 and the anchor 2 and both classes

c,andc,

bAt
byt
bt
et
e
G
c;'é“
pe?
ez
by?

- AlA
Pc

in the cell.

1 y=
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by
b

Al
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b2
A2
by
b2
b

(4) y=
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YOLO Detection Model
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<| Classic YOLO Network Architecture
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YOLO network architecture is convolutional with the output defined
as a 3D matrix of the S x S x (A x 8) sizes:

e S-—isthe number or cells in each row and column
e A-isthe number of anchors

However, we can modify the original YOLO model in such a way that the number of
cells in rows and columns differ.

i

448

112

|«
3 T
A48 3 28 aﬁ—\
3 14], N 7 2 7 7
) A 3 \ I XHX
[ | 1 7 7 7
3 192 256 512 1024 1024 1024 4096 30
Conv. Layer Conv. Layer Conv. Layers Conv. Layers Conv. Layers Conv. Layers  Conn. Layer  Conn. Layer
7x7x64-52 3x3x192 1x1x128 1x1x256 }X4 1x1x512 }XZ 3x3x1024
Maxpool Layer ~ Maxpool Layer 3x3x256 3x3x512 3x3x1024 3x3x1024
2x2-s-2 2x2-s-2 1x1x256 1x1x512 3x3x1024
3x3x512 3x3x1024 3x3x1024-s-2

Maxpool Layer  Maxpool Layer
2x2-s-2 2x2-s-2
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YOLOv3 Network Architecture

b |

YOLOv3 network uses extra operations (concatenation and addition)
as well as residual blocks, detection and upsampling layers.

y

y Vi
/| "
/ y
@ Concatenation . y
- | Scale 1 | /
@ Addition 82 Stride: 32
Residual Block /
/

Detection Layer Scale 2

94 Stride: 16

IRV e 1%
Upsampling Layer s nEEEay L aE) /’

e Further Layers

Scale 3
106 ‘ Stride: 8

YOLO v3 network Architecture
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Precision and Recall

Confusion Matrix

* Specifies how many examples were correctly classified as positive
(TP), negative (TN) and how many were misclassified as positive
(FP) or negative (FN).

Precision Actual Value

(as confirmed by experiment)

* measures how accurate is your positives negatives
predictions. i.e. the percentage of [ ¢ P FP
. . g @ = True False
your predictions are correct. =l 2 Positive Positive
Q e
.. 18 ¢ FN N
Precision = — kg % False True
TP | & N 2 Negative Negative

Recall

 measures how good you find all the positives. For example, we can

find 80% of the possible positive cases in our top K predictions.
TP

TP+ FN

Recall =
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Average Precision (AP):

* |s a popular metric in measuring the accuracy of object detectors
like Faster R-CNN, SSD, YOLO, etc. Average precision computes
the average precision value for recall value over 0 to 1.

AP =f p(r) dr
0

* where p(r) is a precision-recall curve. -

AP = Z ( FH—J - r;f) }):';;Jc'rp(rn F)

}’r’rrm;r(";H}) = l‘n_ax P(}:)

F2r.

Mean Average Precision (mAP):

* |s a popular metric in measuring the accuracy of object detectors
like Faster R-CNN, SSD, YOLO, etc. Average precision computes
the average precision value for recall value over 0 to 1.

\\\\\\
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b |

R-CNN stands for Regions with ConvNet detection:

* |s a segmentation algorithm.

* The algorithm is run on a big number of block to classify them

* R-CNN proposes regions at a time.
 We get an output label + bounding box

Fast R-CNN:

* A convolutional implementation
of sliding windows to classify
all the proposed regions.

Road  Sidewalk Car Pole

FaSter R-CNN: Tram Vegetation Static Sky
* Uses a convolutional network to propose regions.

EL Dynamic  Person
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Semantic Segmentation Using Deep Learning

2

Semantic Segmentation:

XXXX
https://www.cs.toronto.edu/~tingwuwang/semantic segmentation.pdf
https://www.mathworks.com/help/vision/ug/getting-started-with-semantic-

segmentation-using-deep-learning.html

https://medium.com/nanonets/how-to-do-image-segmentation-using-

deep-learning-c673cc5862ef
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RetinaNet

RetinaNet:

* can have ~100k boxes with the resolve of class imbalance problem using focal loss.

« Many one-stage detectors do not achieve good enough performance, so there are
build new two-stage detectors like RetinaNet:

car: 95.9%

T s 77 A ——
S A bl e T

\
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RetinaNet

RetinaNet:

. In RetinaNet, an one-stage detector, by using focal loss, lower loss is contributed by “easy”
negative samples so that the loss is focusing on “hard” samples, which improves the prediction
accuracy. With ResNet+FPN as backbone for feature extraction, plus two task-specific subnetworks
for classification and bounding box regression, forming the RetinaNet, which achieves state-of-
the-art performance, outperforms Faster R-CNN, the well-known two-stage detectors. It is a 2017
ICCV Best Student Paper Award paper with more than 500 citations. (The first author, Tsung-Yi Lin,
has become Research Scientist at Google Brain when he was presenting RetinaNet in 2017 ICCV.)
(Sik-Ho Tsang @ Medium).

. https://www.youtube.com/watch?v=44tiInmmt3h0

——————————————————————————————————

class+box
* subnets

WxH WxH WxH
x256 | x4 %256 xKA

| |
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| |
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/ \ \ [
\ | |

L class+box | | / / / |
— )é subnets ‘ ; ” :

: | |

\ | |

\ | |

. | |

| |

| |

class+box

WxH Joa
box x256 >

subnet /

_________________________________

(a) ResNet (b) feature pyramid net (c) class subnet (top) (d) box subnet (bottom)

RetinaNet Detector Architecture
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v Questions?
v" Remarks?

v Suggestions?
v Wishes?
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