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RapidMiner

✓ RapidMiner is a data science platform for 
CI model development and machine learning.

✓ It focuses on four groups of problems:

• classification

• clustering

• regression

• data mining

https://rapidminer.com/get-started/


RapidMiner

✓ Go through the tutorial and complete tasks:



RapidMiner

Finally, choose one of the following task:

• Classification

• Clustering

• Regression

• Data mining

and an interesting dataset from ML Repository or other repositories 
(possibly biomedical data) about which would you like to learn 
something new, and create a computational intelligence or data mining 
model using Rapid Miner. Gather results and prepare a presentation.

https://archive.ics.uci.edu/ml/index.php


RapidMiner

Experiment with new abilities of RapidMiner Studio:

• Turbo Prep – turbo preparation of  data

• Auto Model – the construction of CI model semi-automatically

but create your model for this assignment
not using this automatic tools!
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Jupyter Notebook Dashboard

Running a Jupyter Notebook
in your browser:
• When the Jupyter Notebook 

opens in your browser, you will see
the Jupyter Notebook Dashboard,
which will show you a list of
the notebooks, files, and
subdirectories in the directory
where the notebook server was
started by the command line 
„jupyter notebook”.

• Most of the time, you will wish to 
start a notebook server in the highest 
level directory containing notebooks. 
Often this will be your home 
directory.

http://home.agh.edu.pl/~horzyk/index-eng.php


Starting a new Python notebook

Start a new Python notebook:
• Clicking New → Python 3

• And a new Python project in the Jupyter Notebook will be started:
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Useful Packages and Libraries

In the next assignments and examples, we well use the following packages:

• numpy is the fundamental package for scientific computing with Python.

• h5py is a common package to interact with a dataset that is stored on an H5 file.

• matplotlib is a famous library to plot graphs in Python.

• PIL and scipy are used here to test your model with your own picture at the end.

They must be imported:

https://szyzjsuseqjcgnardvvexv.coursera-apps.org/notebooks/Week%202/Logistic%20Regression%20as%20a%20Neural%20Network/www.numpy.org
http://www.h5py.org/
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Import of libraries and setting of the parameters:
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Defining of hyperparameters and the function presenting results:
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Sample training examples from MNIST set (handwritten digits):
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Loading training data, changing the shapes of the matrices storing training 
and test data, transformation of the input data from [0, 255] to [0.0, 1.0] 
range, and conversion of numeric class names into categories:

http://home.agh.edu.pl/~horzyk/index-eng.php


Building a neural network structure (computational model):
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Compilation, optimization, data generation, augmentation and learning:
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Model evaluation, convergence drawing and error charts:
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Model evaluation, convergence drawing and error charts:

Here is the presentation of only 3 learning epochs!

We usually train such networks for several dozen epochs,

getting better results (accuracy) and smaller errors!

Why results on test data are better than on train data?
Mini-batch mode and regularization mechanisms, such as Dropout and L1/L2 weight regularization,

are turned off at the testing time, so the model does not change as during training time.

That is why the train error is always bigger, which can appear weird

in view of classic machine learning models.
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Generation of summaries of the learning process
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Generation of a confusion (error) matrix in the form of a heat map:
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Counting and filtering incorrectly classified test data:
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247 out of 10,000 
incorrectly classified 
test patterns:

One might wonder
why the network
had difficulty in 
classifying them?

Of course, such 
a network can be 
taught further to 
achieve a smaller 
error!

This network was 
taught only for 
3 epochs!

http://home.agh.edu.pl/~horzyk/index-eng.php


Now, let’s try to train the network for 50 epochs:
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Graphs of learning convergence (accuracy) and error minimization (loss):

Why results on test data are better than on train data?
Mini-batch mode and regularization mechanisms, such as Dropout and L1/L2 weight regularization,

are turned off at the testing time, so the model does not change as during training time.

That is why the train error is always bigger, which can appear weird

in view of classic machine learning models.
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The confusion matrix has also improved: more patterns migrate 
towards the diagonal (correct classifications) from other regions:
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The number and the accuracy of correctly classified examples for 
all individual classes increase:

However, we can see that the process of network training is not over yet 
and should be continued for several dozen epochs.

http://home.agh.edu.pl/~horzyk/index-eng.php


The number of misclassified examples after 50 epochs compared to 
3 epochs has dropped from 247 to 37 out of 10,000 test examples, 
resulting in an error of 0.37%. Here are the misclassified examples:
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Classification of images 32 x 32 pixels to 10 classes (3 learning epochs):
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Compilation, optimization , data augmentation (generation) and training:
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Results of training after tree training epochs:

http://home.agh.edu.pl/~horzyk/index-eng.php


Confusion (error) 
martrix after three 
training epochs:

We usually train such 
networks for min. a few 
dozens of epochs to get 
satisfying results ...
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Let’s train the network longer (50 epochs, a few hours) and as you can see the 
error (val_loss) systematically decreases, and the accuracy (val_acc) increases:
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The graphs also show this convergence process:

Why results on test data are better than on train data?
Mini-batch mode and regularization mechanisms, such as Dropout and L1/L2 weight regularization,

are turned off at the testing time, so the model does not change as during training time.

That is why the train error is always bigger, which can appear weird

in view of classic machine learning models.
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The confusion matrix has also improved: more examples migrate 
towards the diagonal (correct classifications) from other regions:
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The number and the accuracy of correctly classified examples 
for all individual classes increase:

However, we can see that the process of network training is not over yet 
and should be continued for several dozen epochs.
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Examples of misclassifications after 50 training epochs for a test set 
of 10,000 examples: The number of misclassifications decreased 
from 7929 after 3 epochs to 1615 after 50 epochs.

We can see that in the case of this training set, the convolution 
network should be taught much longer (16.15% of incorrect 
classifications remain) or the structure or the hyperparameters of 
the model should be changed.

http://home.agh.edu.pl/~horzyk/index-eng.php


Sample misclassified examples:
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Sample misclassified examples:
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Let’s start with powerful computations!
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