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Coaeperatioin vsvEompetition ﬂ
and! Trustslissues ;4
Cooperatinganimals needttotrust

% each other to:achieveldesired goals.

Competitors use weaknesses and

mistakes of theopponents to win, so,
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Human intelligence should:be more
cooperative, andso should Al systems
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Do we fight =
for trust or

for control

and security?

If we trust what
we understand
and control,

then we fill safer.
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Do we fight
for trust or
for control
and security?

If we trust what
we understand
and control,
then we fill safer.




Understandingrand Gontrolingp Al g AI?

We tend totiust when

we either understand and havecontrol over a situation ourselves
or when we believethat

someonewertrustunderstandsand controls it on our behalf.

Our trust in Al will likely diminishor-disappear if it behavesiin
ways that defy our intuitiom or overlook datathat we consider
essential for reasoning.ormoral issues.

Can we judge onanticipate howAl predicts or thinks?




Is; the atientioniofrCNNS similantoto ours?

Canwettnustiit?

Heatmapsoverlald on classmed |mages reveaNhere CNNattention is focused!

ResNet50 MobileNetv2 EfficientNetB(

2z Do we wnderstandithe processes @il reasoning or areweffloating-on the sutrface iof hopes?
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Visualizing CNN Filters Reveals
the Secrets Behind How CNN Work

Somefilters of the transferred models stayunadopted, the other
represent or rotated, flipped, and scaled patterns
not leaving filters for more rare patterns, to which they areblind:
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Igor Ratajczyk, Adrian Horzyk, Advancin@onvNetArchitectures: A Novel XGibased Pruning Algorithm for Transfer Learning
Efficiency, Proc. of ECAI 2024, Volume 392, Frontiers in Atrtificial Intelligence and Applications, 2024, pp. 242%21.




Transpareneycreinforces deustt rust im Al

Modern Al systems:aspire to-b@xplainableand transparent
to give us:anunderstanding of how they predict and workand also
keep control overthe reasoning processes noto fool ornmislead:us

A Trust is reinforced when Al systems:ardransparent and their
decision-making processes ar@ccessible:andiinterpretableo us.

A We developtrust when Al systemsbehave predictablyand
yield consistent resultsacross iime, datadistributions ,-and contexis.

A Trust increaseswhen/Aksystems lalign/witisocial morms, ethical
standards, -and ouriintentand imperfection, while misalignment @rlack
of forbearancecan leadto‘fear-onrejection (evendor aisingle:failure).

A To sustaintrust, an /Al-system must beobust,
l.e., can function\welunder uncertainty or unexpectediinput

A Trust flourishes when weremain in control and clear mechanisms for
accountability are established.




Averaging and losing details and individuality!

Generative Al systems many times average and
lose details or unusual and individual features!

generated animation the generated step
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the robot's foot
looks like a hoof

Are robots in sci-fi movies as diverse as humans?




Convolution Neural Network (CNN)
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Wisdominclhiides the ahlll’r\/

to apply intelligence with
discernment and integrity R
to earn and sustain trust. A S PRI

Do we really need so many hyperparameters’>

Wisdomis about knowing
when, why, and how to W \e———
apply inte”igence - Canwe develop anduadapt netwﬁrl&ﬁuciurés automaﬂcally”
In accordance with

moral or ethical awareness.

P

Trust is built when intelligence

Wisdomincorporates Is applied with empathy,

emotional intelligence, | consistency, and integrity.
including understanding One earngrust not just by being
how decisions affect others, - smart but by being reliable, fair,
which reinforcestrust. = =Ia

and aligned with moral values.
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