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INTRODUCTION

The concept of flow-aware networking (FAN),
introduced in [1] as a quality of service (QoS)
architecture, has attracted a lot of attention over
the years and is still an interesting issue for
researchers [2–4]. The idea was first presented
as a notion and a set of guidelines, followed by
mathematical analysis and extensive simulation
studies. In due course, many additional mecha-
nisms were proposed that enhanced the basic
concept. However, until now, no one has built
the cross-protect (XP) router — a router for
FAN networks.

In this article, we show our experience of
building the XP router. We show that additional
nonstandard functions of XP routers are not
complicated to implement, and can be imple-
mented without excessive additional resources.
Moreover, based on post-implementation tests,
we show real pros and cons of FAN. The con-

ducted experiments prove the usefulness and
high efficiency of FAN.

The rest of the article is organized as follows.
First, we introduce the reader to the basics of
the FAN concept, with special attention devoted
to issues discussed later in the article. We then
present the Click Modular Router environment,
which was chosen as our implementation frame-
work, and explain why Click met our require-
ments. Next, we describe the steps undertaken
during the FAN implementation process in
Click. We provide the results of post-implemen-
tation tests — the first ever tests of FAN. In this
section, a comparison between FAN and stan-
dard IP networks is also presented, and the effi-
ciency of FAN is analyzed. Finally, we conclude
the article.

FLOW-AWARE NETWORKING
FAN is a noteworthy QoS architecture that
appeared as an alternative to the well-known
integrated services and differentiated services. Its
main characteristics include simplicity, scalabili-
ty, and the ability to effectively deliver differenti-
ated quality even in the presence of congestion.
The main notion of FAN is to implicitly assign
packets to more general flows; that is, groups of
packets that have the same proper protocol field
that consists of two IP addresses, two TCP or
UDP port numbers, and the transport protocol
identification. Because of the recognition of
flows, traffic engineering is performed on the
whole flow rather than on single packets. Treat-
ing traffic with the recognition of flows is a pop-
ular notion. Many current and past architectures
follow this method [5].

There are only two types of flows in FAN:
streaming and elastic. This classification is
implicit, which means it is based only on the cur-
rent flow rate. All flows emitting at lower rates
than the current fair rate (explained later) are
referred to as streaming flows, and packets of
those flows are prioritized. The remaining flows
are referred to as elastic flows. Streaming flows
have priority over elastic ones because of the
assumption that they are more vulnerable to
sudden transmission rate drops.

To implement FAN in an IP network, the XP
router is introduced. An XP router adds only
two blocks to the standard IP router: measure-
ment-based admission control and fair queuing
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with priority blocks. These two blocks cooperate
to provide maximum efficiency and scalability.
Figure 1 presents a diagram of an XP router.
Admission control elements are responsible for
maintaining the protected flow list (PFL) — a
list of currently active flows, the packets of
which are forwarded regardless of current link
congestion status. The packets of new flows (not
present on the PFL) are forwarded only when
the outgoing link is not congested. In this way,
flows which have already been admitted preserve
uninterrupted service.

The scheduling block is responsible for apply-
ing service differentiation, assuring fairness, and
feeding link congestion measurements to the
admission control block. It uses one of three
queuing algorithms suitable for FAN: Priority
Fair Queuing (PFQ), Priority Deficit Round
Robin (PDRR), and Approximate Fair Drop-
ping (AFD). All of these are designed to provide
preferential treatment to streaming flows while
dividing the residual capacity equally among
elastic flows. The queuing algorithms have their
own way of performing congestion measure-
ment. In either case, two indicators are mea-
sured periodically: fair rate (FR) and priority
load (PL) [6]. Following [7], fair rate “represents
the amount of link’s bandwidth, which is guaran-
teed to be available for a single flow, should it
be necessary,” and the priority load can be
understood as “the amount of data that is priori-
tized.”

Designating FAN devices as XP routers is a
result of the mutual cooperation and protection
that exists between both extra blocks. The admis-
sion control block limits the number of active
flows in a router, which essentially improves the
queuing algorithm’s functionality and reduces its
performance requirements. It is vital that queu-

ing mechanisms operate quickly, because for
extremely high-speed links the available process-
ing time is strictly limited. On the other hand,
the scheduling block provides admission control
with information on congestion status on the
outgoing interfaces. This mutual protection con-
tributes to a smaller PFL, which significantly
improves FANs’ scalability.

Over the years, as the concept of FAN
attracted attention, many studies that enhance
the architecture or propose new mechanisms
have appeared. For example, the problem of
overly long waiting times in wireless environ-
ments was resolved in [8]. In [9], the difference
between per-user and per-flow fairness is
exposed. The flushing mechanism is presented in
[10], and various possible admission control poli-
cies are shown in [11]. A method of route
caching by using the PFL is presented in [12].
FAN is also a QoS architecture that fits within
the network neutrality boundaries, as shown in
[13].

CLICK MODULAR ROUTER
Click Modular Router (or Click for short) is a
suite for building flexible and configurable soft-
ware packet processors. It is a Linux-based envi-
ronment originally developed at the
Massachusetts Institute of Technology (MIT)
with subsequent development at Mazu Net-
works, the Institute for Communications and
Information Research (ICIR), the Univeresity of
California at Los Angeles (UCLA), and Meraki.
It is widely used for building experimental soft-
ware routers and switches. Click is a perfect
platform for researchers to experiment with
novel protocols and, as such, was chosen as an
implementation environment for an XP router.
Among its many advantages, those that deter-
mined its selection were great flexibility, ease of
adding new features, clear and scalable architec-
ture, and relatively high performance.

Flexibility in Click is achieved due to its mod-
ularity. Click is designed in an object-oriented
way, and assembled from fine-grained packet
processing modules called elements, which are
technically C++ classes. Each individual ele-
ment performs a simple operation on a packet,
like queuing or decrementing a packet’s time to
live (TTL) field. Each element has input and
output ports, which serve as the endpoints of
connections between them.

A user builds a router configuration from a
combination of elements by connecting them
into a directed graph. Packets flow between ele-
ments, along the graph’s edges. The behavior of
a router is determined by choosing the elements
and connections among them. A variety of ele-
ments is delivered by default with the Click dis-
tribution. The user can simply compose them in
many different ways, but can also
create new ones tailored to his needs. In addi-
tion, creating new elements is relatively quick
and easy.

Click may run in two different modes: kernel
mode and user-level mode. In kernel mode,
Click runs as a module in the Linux kernel. The
Click module replaces the operating system (OS)
networking stack, so the OS does not handle the

Figure 1. Cross-protect router diagram.
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Figure 2. Router elements in a Click configuration block diagram (marked blocks are FAN related).

FromDevice(eth1)

Classifier

FromDevice(eth0)

ARP
responder

ARP
responder

PFL tablePFL table

Classifier

PaintPaint

Strip

CheckIPHeader

SetFlowAnno

GetIPAddress

LookupIPRoute

LookupPFL

CheckCongestion

AddToPFL Drop

DropBroadcasts

PaintTee ICMPError
redirect

ICMPError
bad param

ICMPError
TTL expired

ICMPError
must frag

Q
ueue

Q
ueue

Q
ueue

IPGW options

FixIPSrc

DecIPTTL

IPFragmenter

ARPQuerier

ToDevice(eth1)

...

PDRRSwitch

PDRRSched

Q
ueue

LookupPFL

CheckCongestion

Drop AddToPFL

DropBroadcasts

PaintTee ICMPError
redirect

ICMPError
bad param

ICMPError
TTL expired

ICMPError
must frag

Q
ueue

Q
ueue

Q
ueue

IPGW options

FixIPSrc

DecIPTTL

IPFragmenter

ARPQuerier

ToDevice(eth0)

...

PDRRSwitch

PDRRSched

Q
ueue

DOMZAL_LAYOUT.qxp_Layout  8/28/14  12:59 PM  Page 117



IEEE Communications Magazine • September 2014118

packets. Packet processing is done solely by the
Click code running inside the kernel. Therefore,
this mode is used when greater performance is
required.

It is worth mentioning that Click does not
implement dynamic routing protocols but only
simple static routing. However, dynamic routing
can be used in Click. One way is to integrate
Click with an external routing daemon such as
XORP, an open source IP routing software suite
that can fill up Click’s routing tables automati-
cally. Another possibility is to redirect packets to
the OS to perform routing decisions.

A configuration that provides basic IP router
functionality has already been developed by the
Click authors, and is included in the Click envi-
ronment. This configuration was used as a start-
ing point for implementing FAN functionality.
The implementation steps are described in the
following section.

IMPLEMENTATION OF THE
XP ROUTER

The implementation of the XP router in the
Click environment required the development of
several new Click elements, and the preparation
of a new router configuration file that combined
these elements with the originally available IP
router configuration. The new elements realize
various functions. The elements added to the
standard router configuration file are presented
in grey boxes with red names in Fig. 2. First, in
order to effectively identify different flows in a
router, an element calculating the flow identifier
was created (SetFlowAnno). We decided to use
a hash function value for input arguments such
as source and destination IP addresses, transport
layer protocol type, and source and destination
port numbers for each packet. The identifiers
calculated this way are used to index flows on
the PFL. PFL is the main component of the
admission control block, which has been devel-
oped as a separate element in Click. A further
two new elements are responsible for operations
on the PFL: one for searching of the PFL con-
tent and verifying the presence of the proper
flow (LookupPFL), and one for adding new
identifiers of flows to it (AddToPFL). However,
adding a new flow identifier to the PFL is possi-
ble only when the outgoing link is not congested.
The last admission control element implemented
by us in the Click environment is responsible for
verifying the status of the outgoing link, based
on information received periodically from the
scheduling block (CheckCongestion).

During the implementation of the admission
control block, some practical problems were
encountered. One of the most important con-
cerns was to decide on the proper PFL imple-
mentation type. One approach is to use an
associative array, which contains the identifiers
of flows in progress and stores full information
about them. In this solution, an identifier is cal-
culated as a simple concatenation of the header
fields mentioned before. It ensures full flow dif-
ferentiation and enables the possibility of imple-
mentation of some additional PFL applications,
such as route caching (routing information may

be stored in the PFL; hence, a routing decision
has to be made only once for the first packet of
the flow). The associative array itself can be
implemented as a hash table with a collision res-
olution (e.g., a chained hash table) or a binary
search tree. However, in this approach, it has to
be ensured that PFL is regularly cleaned from
expired flows entries (some kind of garbage col-
lection needs to be implemented). The second,
much simpler, approach assumes the use of a
directly addressed flow list. This is a one-dimen-
sional table of predefined size, indexed with flow
identifiers, in which the timestamps of the last
packets related to the flows are stored. Verifica-
tion of a flow presence on the PFL requires only
comparison of the proper timestamp with the
current time and a check of whether the differ-
ence between them does not exceed the prede-
fined timer. Such a method has a positive impact
on performance, as searching or updating the
PFL requires only a single basic memory opera-
tion. However, the directly addressed table has
one significant drawback: it does not ensure a
full differentiation among the flows because they
are indexed with identifiers calculated with a
not-injective hash function. Theoretically, it
would be possible to use a full concatenation of
header fields as a table index without subsequent
reduction with a hash function. However, a table
indexed that way would require exabytes of stor-
age. Therefore, lack of full differentiation among
the flows is inevitable as far as a directly
addressed approach is considered. As a result,
collisions may appear, which result in the assign-
ment of more than one flow to a particular flow
identifier (table index). Therefore, a flow that is
not present in the table may be recognized as a
present one. Some flows that should not be pro-
tected may be protected instead. This would
result in admission of more flows in congestion
state, leading to the fair rate drop and longer
congestion recovery time. Fortunately, flows that
actually should be protected (are present in the
table) always will be protected. The probability
of collisions (and thus a potential fair rate drop
level) may be successfully controlled by manipu-
lating the PFL table size. Assuming usage of
hash function giving a uniform distribution, the
probability of collision can be calculated as a
ratio of active flow number to the table size. For
example, a 24-bit-wide index gives us a table
with ~16 million slots. In order to achieve 1 per-
cent maximum potential fair rate drop level, we
should maintain no more than ~167,000 active
flows in that case. Assuming usage of a 32-bit
timestamp, such a table would need 67 Mbytes
of RAM. For the purpose of the first tests, the
directly addressed approach was chosen by the
authors. A directly addressed flow list is much
simpler to implement because it does not require
implementation of complex data manipulation
algorithms (like hash collision resolution or tree
traversal) and garbage collection. In the first
approach, assuming usage of a chained hash
table for larger number of flows results in worse
table operations performance (lookup, insert,
and garbage collection) and higher memory
usage. In the direct approach, table operations
performance and memory usage are constant
and do not depend on the number of active
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flows. Moreover, as far as the router may be
used in laboratory networks, the number of
simultaneous active flows will be low, so colli-
sions will not be a problem. Thus, the choice of
a direct addressing approach can be justified.
The described issue is related to the concept of
FAN, not to the implementation environment.

For packet scheduling, we decided to use the
PDRR algorithm in our prototype router based
on Click. This is because the complexity of this
algorithm is low and the implementation process
was the simplest among all three available algo-
rithms. During the development process, two
new Click elements were created. The first
(PDRRSwitch) is responsible for the classifica-
tion of flows into elastic or streaming types
based on measured flow traffic characteristics,
and for switching packets to proper outgoing
queues. There is one priority queue for all router
network interfaces where packets of streaming
flows are stored. Moreover, each elastic flow is
served by using a separate queue. The goal of
the second, more complicated scheduling ele-
ment (PDRRSched) is to serve outgoing queues
according to the PDRR algorithm; that is, when-
ever the priority queue is not empty, it is served
first and undergoes bufferless multiplexing while
packets stored in the other queues share the
remaining bandwidth in a fair manner. In addi-
tion, this second element is also responsible for
performing outgoing link measurements. The
values of two well-known FAN parameters, FR
and PL, are estimated while packets exit queues,
and then may be passed to the admission control
block responsible for determining if a congestion
state occurs in the link, which in turn influences
new flow admission decisions.

Other issues connected with practical realiza-
tion were observed during scheduling block
implementation. As a consequence, the PDRR’s
assumption that each new flow (i.e., one that has
no packets in its queue) arriving at the schedul-
ing block should be treated with priority as a
streaming one, some flows of evident elastic
nature were served so quickly that their next
packets arrived when the flow queue had already
been emptied. Hence, they were treated as
streaming flows and competed with actual
streaming ones in the priority queue. Therefore,
we propose some additional mechanism to pre-
vent such behavior. A simple change was intro-
duced, causing the ability for flows classified as
elastic to be classified back as streaming only
after some predefined timer expiration instead
of classifying a flow as streaming right after its
queue becomes empty. Introduction of the
mechanism improves performance of streaming
flows as they do not have to compete with flows
that generally are classified as elastic but for
some reason are being assigned to the priority
queue from time to time (during one transmis-
sion). As later tests showed, it significantly
improved streaming traffic performance in some
specific scenarios. Timing values were adjusted
based on empirical observations during the tests.
The timer is fixed but configurable in the Click
router configuration file. This mechanism can
also easily be turned off in order to get back to
pure FAN. Further research will be conducted
on this mechanism to verify if it is a FAN or

Click-specific issue. The source code of our
implementation is available at [14].

TESTS OF THE XP ROUTER
After implementation of new Click elements and
preparation of the router configuration file, it
was possible to conduct the first tests of the
developed prototype. Besides basic acceptance
tests already performed during the implementa-
tion phase with use of built-in Click environment
tools, some more advanced scenarios were tested
in a network laboratory, including comparison of
the XP router with a standard IP router provid-
ed by the Click environment to exclude general
architecture differences.

TESTING METHODOLOGY
The main goal of the tests was to show a work-
ing XP router and to confirm the usefulness of
its functions. So far, only simulation results or
numerical analyses presenting how the XP router
works have been published. However, the imple-
mentation and tests in a real network, even if it
is simple, allow some problems and effects to be
noticed that are usually overlooked in simulation
experiments. The best testing environment is a
real network where traffic is generated by real
users. If a device passes such tests, we can be
almost sure that the tested device works properly
and is scalable. However, it is very difficult and
risky to test a prototype of a new device in a real
network. On the other hand, numerical and sim-
ulation experiments usually show the basic func-
tionality. They are, of course, very useful;
however, the results may be obtained based on
assumptions that are too general. As a result,
some features of the proposed solution may not
be noticed.

In this article, we present results of laborato-
ry tests of the XP router. Our goal was to con-
firm the usefulness of this device in a small
network with traffic generated by source nodes.
Such tests allowed us to observe problems not
noticed in simulation experiments performed
before. First of all, we had to implement the
PFL in a different way than originally proposed.
Moreover, we had to modify the operations of
the PDRR algorithm to eliminate too frequent
changes of flow states. Our tests should be treat-
ed as a step between simulation experiments and
performance analysis in real networks. They also
set the option for further analysis of new mecha-
nisms and algorithms proposed for the XP router
in a laboratory environment.

We used prototypes implemented on relative-
ly slow PCs. One of the features we were not
able to present is scalability. However, to con-
firm it, dedicated platforms should be used. The
hardware on which both routers were tested was
based on a single-core processor platform with
two external network cards. The results dis-
cussed below confirm our expectations that
hardware resources influence the performance
of the router. The most important factor is the
CPU speed, which is directly related to router
throughput. We used 1 Gb/s network cards,
while the Click router maximum throughput var-
ied between 100 and 300 Mb/s depending on the
CPU used. Some additional equipment was also
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used, including network switches, VoIP PBX, IP
phones, and computers serving as traffic
sources/sinks.

TEST RESULTS
The first experiment was designed to analyze the
functionality of the XP router, especially the
PDRR scheduling block. One of the main goals
of PDRR is to assign bandwidth to the elastic
flows equally in a highly loaded link. To verify
this feature, we prepared the laboratory environ-
ment. We used a simple topology consisting of
hosts and server on opposite sides of the router.
Tests were carried out in two configurations
(with the standard IP router and the XP router),
and in several scenarios, each of which assumed
a different number of hosts sending data to the
server (from one to six). Offered UDP traffic
generated by hosts (one flow per host) and car-
ried bandwidth on the server side were mea-
sured. In Table 1, the results from the selected
scenario (with six hosts) are presented. All
experiments were repeated at least 10 times.
Ninety-five percent confidence intervals were
calculated using the Student’s t-distribution.

In this scenario, complete fairness of each
flow is observed for the XP router. Independent
of the amount of offered traffic, which varied
from almost 100 Mb/s to over 400 Mb/s, the
assigned bandwidth is almost the same for each

flow. On the other hand, in the IP router case,
flows are not balanced — they transmit at differ-
ent rates. The IP router offers higher bandwidth
to larger flows which is also consistent with our
expectations, since it does not ensure fairness
and usually tries to serve flows proportionally to
incoming packets. Total traffic transmitted in a
network with the XP router is lower than that
observed for the IP router. The implementation
of the XP router is more complex than that of a
traditional IP router, and our device was not
able to serve the same amount of traffic in both
cases. More operations had to be performed in
the XP router, consuming more processor power.
As a result, a lower number of packets could be
served in the same time period. The difference
in total transmitted traffic is on the level of 10
percent. It may be treated as a first approxima-
tion of additional complexity added to the XP
router in relation to the standard IP router. We
can suppose that at least 10 percent of addition-
al resources will be needed in the XP router to
serve the same amount of traffic as in the stan-
dard IP router. We believe that the described
differences in the total amount of transmitted
traffic will not be observed when dedicated
devices (with sufficient resources) are used.

In the second experiment, the operation of
the admission control block and the method for
estimating the values of the FR parameter were
verified. The network environment was the same
as in the previous experiment. We analyzed four
scenarios, with three, four, five, and six hosts
transmitting traffic. For each scenario, the FR
measurement was made. Results of this test are
shown in Fig. 3.

The obtained results fully agree with the
FAN concept. With increasing occupancy of
router resources (more traffic was generated),
the value of FR decreases. This behavior fits the
FR definition — the maximum rate that is or
may be realized by a flow — and is consistent
with our expectations. It is worth noting that
small confidence intervals indicate the stability
of the FR values. The obtained values of FR are
comparable with bandwidth carried by a flow in
a congested FAN link (in a case with six hosts,
each source received around 47–49 Mb/s).

Finally, the XP router was also tested as a
network device for use in a home or in a small
company. For test purposes, an example network

Figure 3. Fair rate measurements.
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Table 1. Tests results of PDRR scheduling.

Flow
no.

Offered bit rate
(Mb/s)

Carried bandwidth (Mb/s) Carried bandwidth (%)

IP router XP router IP Router XP Router

1 99.82 ± 0.14 21.78 ± 0.63 47.23 ± 1.57 21.82 47.32

2 158.07 ± 4.00 40.97 ± 6.87 47.95 ± 2.13 25.92 30.33

3 367.78 ± 24.66 64.43 ± 2.33 48.63 ± 0.91 17.52 13.22

4 365.59 ± 21.30 63.76 ± 2.52 49.05 ± 0.98 17.44 13.42

5 340.76 ± 8.27 62.91 ± 2.15 48.34 ± 1.02 18.46 14.19

6 403.76 ± 26.23 60.84 ± 3.76 47.25 ± 1.33 15.07 11.70
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was prepared (Fig. 5). A few new elements were
added to the previous environment to make it
possible to set up VoIP connections.

Some Internet traffic, such as file downloads,
as well as VoIP connection between the hosts,
was transmitted in the analyzed network. An
important component of this network was the
VoIP PBX server, located on the Internet side.
This was responsible for serving calls and mea-
suring the values of the quality parameters. The
aim of the tests was to check how the XP router
handles the provision of call quality (VoIP calls
were served as streaming flows) while other net-
work users use the Internet intensively. There
was one phone call ongoing while the volume of
elastic traffic was increasing. Voice traffic bit
rate was lower than 100 kb/s, while other traffic
varied between 0 and 400 Mb/s. Analysis of
router behavior was performed based on four
criteria: packet loss (percent), jitter (millisec-
onds), round-trip delay (milliseconds), and mean
opinion score (MOS) subjective rating. The val-
ues of the first three parameters were read

directly from the PBX management interface.
The MOS scale serves as a metric of quality of
experience (QoE) [15]. The MOS scores were
subjectively granted by several telephone users.
Figure 4 shows a comparison of the previously
mentioned parameters for both routers. As far
as a conventional router is considered, in fact,
there was no queuing policy at all as a single
outgoing first-in first-out (FIFO) queue was used
(default configuration provided with the Click
environment). The purpose of the test was to
analyze the impact of elastic traffic on VoIP call
parameters. Thus, both traffic types were the
objects of the measurements. Traffic volume was
measured for UDP elastic flows, while the
parameters such as packet loss, round-trip delay,
jitter, and MOS were measured only for ongoing
VoIP call.

The results of the tests show a significant
advantage of the XP router over the convention-
al IP router. Each of the measured parameters
indicates a huge difference between routers.
Moreover, during tests of the IP router under

Figure 4. a) Variation of packet loss; b) jitter; c), round-trip delay; d) MOS in relation to UDP stream.
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maximum load, it was difficult to set up a VoIP
connection. Because outgoing link bandwidth
was set to 100 Mb/s, the results for the conven-
tional router without any queuing policy are
poor even at the level of 100 Mb/s of elastic traf-
fic volume. Significant problems with call quality
occurred during the transmission of 200 Mb/s
between the router and switch B, and over this
value, call setup was completely impossible.
Under the same conditions, the XP router pro-
vided good quality of calls (4 in MOS) even if
maximum load occurred. The values of the mea-
sured objective parameters confirm subjective
users’ rates. In our tests we generated only one
priority (streaming) flow with low transmission
speed. As a result, its influence on other traffic
in an observed link was insignificant. Moreover,
in FAN even elastic flows have guaranteed
throughput, which is not observed for standard
IP networks.

CONCLUSION
Flow-aware networking is a promising concept
for the future Internet. It ensures good QoS for
transmitted traffic and conforms to the net neu-
trality rules. The Click environment is an
advanced and effective tool for prototyping of
network devices.

The practical aspects of a prototype imple-
mentation of the FAN architecture’s main ele-
ment (the Cross-Protect router in the Click
environment) are described in the article. The
results of the first tests are also provided. It was
necessary to add some new functionalities to the
standard router implementation to develop the
XP router empirical model. We also met several
new challenges and problems in comparison to
the simulation model analyzed by us previously.
As a result, a few additional mechanisms or
improvements have been proposed. Besides the
basic tests verifying proper functioning of the
implemented algorithms, some more advanced
evaluation was conducted in the laboratory envi-
ronment. Verification of two main FAN building
block features, admission control and per-flow
scheduling, was performed. Also, the means of
delivering QoS in FAN was assessed. The test

results are very promising and show a significant
advantage of the XP architecture over the stan-
dard IP router in several areas.

Finally, we have to note that the conducted
work proves the advantages of the FAN concept.
Continuous development of the XP router device
enables further FAN tests and experiments to be
performed in the laboratory or even in real net-
works. In further work, already available promis-
ing simulation results of FAN may be verified in
practice. Implementation may also be extended
by several additional FAN mechanisms known in
the literature. Tests in carrier-class networks
could confirm the scalability of FAN. The
authors believe that implementation will acceler-
ate the research on flow-aware networks and
open the possibility of implementing XP router
blocks in equipment used in real networks.
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