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Flow Aggregation Mechanism for Flow-Aware
Multi-Topology Adaptive Routing

Jerzy Domżał, Piotr Jurkiewicz, Piotr Gawłowicz, and Robert Wójcik

Abstract— Today, the notion of treating the network traffic
as flows is popular. The analyzed flow-based architectures are
focused on access networks, because for the core, there is simply
too many flows to efficiently deal with. Therefore, an important
aspect of flow-based networking is flow aggregation. We show
that it is possible and profitable to use aggregates of flows
in flow-aware multi-topology adaptive routing, which is a new
multipath solution for the IP networks. By aggregating flows,
core routers do not need to maintain full flow tables, which
makes them less expensive to build and operate. Results show that
the proposed aggregation mechanism provides the same overall
network performance with flow tables significantly smaller in size.

Index Terms— Aggregation, multipath, routing, traffic engi-
neering, flow.

I. INTRODUCTION

FLOW-BASED routing, where the traffic is identified and
routed as flows, can provide multipath and load-balancing

capabilities. An example of such a routing mechanism is Flow-
Aware Multi-Topology Adaptive Routing (FAMTAR) [1].
FAMTAR is a new multipath adaptive routing mechanism
that works based on the currently popular concept of flows.
FAMTAR provides the ability to use multiple paths between
two points in a network. The key idea of FAMTAR, which
distinguishes it from the other multipath approaches, is to use
alternative paths only if necessary and only for new flows.
Upon congestion, new flows use alternative paths, whereas
the old ones remain on their primary paths. Alternative paths
are found and used dynamically as needed. FAMTAR was
extensively compared to other multi-path solutions in [2].
Further details are presented in Section II.

One of the most important problems, which blocks the
introduction of flow-based networks in general, is scalability.
In large networks, composed of many nodes and equipped
with high speed links, millions of flows are served at the same
time in each device. When nodes have to maintain the lists of
flows, it is difficult to perform quickly and efficiently. Routers
need sufficiently large memories to maintain their flow lists.
An even bigger problem is scanning these lists for a particular
entry with every incoming packet. Those actions significantly
affect the device and increase its response time. This is the
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reason why Software-Defined Networks (SDN), which is a
popular flow-based concept was initially deemed unsuitable
for core networks [3]. To solve this problem, flow aggregation
mechanisms were proposed in the literature. They provided
the possibility to group flows into aggregates which decreases
the number of entries in routers’ flow lists.

In [4] the authors address the problem of limited memory
sizes in SDN switches by proposing flow aggregation. Particu-
larly, they propose a solution which uses slicing to produce an
instruction-independent partition and applies a bit and subset
weaving to merge flow entries in each subset of a partition.
The authors compare their proposal with another flow aggre-
gation scheme called Fast Flow Table Aggregation [5] and
show that the average compression ratio of their proposal is
better. Flow aggregation is also considered in the event of
congestions. In [6], a Local Fast Reroute (LFR) algorithm with
flow aggregation is proposed. When a link failure is noticed,
the idea is to merge all traffic affected by the failure and create
a new aggregated big flow. The evaluation presented in the
letter shows that LFR enables fast recovery while minimizing
the total number of flow entries in an SDN switch.

Using flow aggregates provides problems as was noticed
in [7]. The authors observe that when aggregates are con-
structed as traffic engineering targets, variations of traffic rates
in each aggregate may appear. They propose two methods for
generating aggregates: one that is based on a greedy algorithm
that minimizes the variation in rates, and the other that clusters
flows with similar traffic variation patterns into groups.

The presented mechanisms were designed for SDN given
that it is a popular approach. However, these methods cannot
be applied to FAMTAR, or other distributed approaches, since
there is no signaling and no central controller. In this letter,
we propose the Flow Aggregation Mechanism for FAMTAR
(FAMF) which reduces the number of flow entries by several
orders of magnitude and does not rely on additional signaling
between end-nodes. By aggregating flows, core routers do
not need to maintain full flow tables which makes them less
expensive to build and operate. Simulation results, presented
in this letter, show that the proposed flow aggregation method
provides similar overall network performance with signifi-
cantly smaller flow tables. The reduction of the required size of
flow tables enables FAMTAR to be applied in core networks.

II. FAMTAR

FAMTAR is a new multipath adaptive routing mechanism
introduced in [1] that works based on the currently popular
concept of flows. FAMTAR can work with every routing proto-
col which is responsible for finding the best paths between any
two endpoints. When there are no congestions in a network,
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all transmissions use these paths. However, the optimal paths
change according to the current congestion status of links.
When a link becomes congested, all new flows that would
traverse via the congested link are pushed to a new path, while
flows which are already active remain on their path. Therefore,
FAMTAR is responsible for using the optimal paths provided
by the routing protocol, and automatically finding new paths
in case of congestion.

To achieve that, a FAMTAR router maintains Flow For-
warding Table (FFT) alongside a classic routing table. For
each flow, the corresponding FFT entry indicates the interface
to which packets of this flow are to be forwarded. This
information is taken from the current routing table when the
flow is added to the FFT, i.e., when its first packet appears.
FFT is used to realize most packet routing tasks, as for flows
that are present on the FFT, the outgoing interface is taken
from there and the routing table is not consulted. Entries in
the FFT are static and they do not change even when the
routing table changes.

When a state close to congestion is noticed on one of the
links, the corresponding router increases the cost of this link
by a predefined high value. From this moment, this link is
perceived by FAMTAR as congested. The new cost appears
as a standard change in the used routing protocol, which dis-
seminates this information. Upon receiving this information,
routers compute new paths which are likely to avoid congested
links. The newly computed paths are stored in the routing
tables. However, these changes affect only new flows. The
already active flows are still routed on their existing paths
stored in the FFT. Congested links still forward all the flows
which were active before the congestion was noticed, however,
new transmissions do not appear. After a while, when the
congestion on the link stops, the original cost of the link
is restored. Note that FAMTAR requires a router to monitor
its links and to detect congestion on them. The method to
determine the congestion is not specified and any congestion
indicator can be used, such as link load, queue occupancy,
packet queuing delay, and so on.

In case of a link or node failure, active flows, with identifiers
registered to the FFT, are still routed according to their old
routes stored in the FFT. As a result, in such a case, active
flows can still be routed to the failed links. This problem was
solved in [8] by introducing a TTL-based mechanism which
can detect failures and routing loops and act accordingly.

III. FLOW AGGREGATION MECHANISM FOR FAMTAR

The Flow Aggregation Mechanism for FAMTAR (FAMF)
assumes that only border nodes of autonomous systems main-
tain flow lists, which means that they are not present in the core
nodes. Edge routers are able to operate with flow lists because
the number of flows they need to process is significantly lower
than for similar routers in the core.

The border routers in FAMF have to maintain two lists:

• a Flow Forwarding Table (FFT) which contains
flow identifier (flow_id), aggregate identifier (aggr_id),
output interface (int_id) and arriving time of last packet
(timestamp),

Fig. 1. Block diagram of the packets handling in edge routers in FAMF.

• an Aggregation Table (AT) which contains aggregate
identifier (aggr_id) and output interface (int_id).

FFT is required to process packets that do not yet contain
aggr_id. These are the packets that are incoming to the
domain. The Aggregation Table is required to process packets
that already contain the aggr_id. The core routers are equipped
with only ATs as FFTs are not necessary.

The essence of the proposed mechanism is a method of
establishing the entire route of a flow in an edge router of
an autonomous system. The route can be determined based
information collected by a routing protocol, e.g. by OSPF.
In OSPF, all routers within an area have the exact link-state
database. After each update, routers run Dijkstra algorithm
to determine the shortest path. While they put only outgoing
interface to the routing table, they also know the strict path
to the destination node. The route is represented by the
identifier (aggr_id) and is recorded to FFT. Moreover, it is
also added to AT along with the output identifier for the
selected path. All core routers maintain only ATs. The aggr_id
is a concatenation of all routers IDs on the path from the
edge router’s perspective. To be more efficient, instead of
concatenation a one-way hash function, such as md5 orsha1
can be used. It is not strictly decided which function should be
used. However, we indicate that implementing a hash function
will allow to minimize the amount of memory used by ATs.

The aggr_id used in AT is written to a packet header when
it arrives at a border router. This value is equal to aggr_id
from FFT, determined for flow represented by the incoming
packet. In further routers on the path, this value is not changed.
Based on the AT table, core routers always know where to send
the packet. With the IPv4 protocol, the Type of Service field
(Differentiated Services Field acc. to RFC 2474) can be used
to write the aggr_id. With the IPv6 protocol, the Traffic Class
field or a 20-bit Label Flow field can be used.

The detailed operation of the FAMF is presented in Fig. 1.
The first step is to check whether the incoming packet contains
the aggr_id (X). Then, depending on whether the packet
contains the aggr_id or not, the router acts as follows:
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Fig. 2. The topology of simulated network.

For each packet without aggr_id, (entering a domain):
1) The router checks whether the flow ID associated with

the packet exists in FFT (A).
2) If the flow ID is in the FFT:

• The router reads the aggr_id from the FFT and also
reads the output interface (int_id) (B).

• The router writes the aggr_id to the packet (C).
• The router updates the timestamp field by putting

the current timestamp (D).
• The router forwards the packet to the output inter-

face that was read from the FFT (E).
3) If the flow ID is not in the FFT:

• The router determines the path to the end of domain
(to the destination node or the last node in domain,
if the destination node is outside domain). The path
is represented as a list of nodes (F).

• The router determines the aggr_id and also reads
the output interface for packets (G).

• The router creates a new entry in the FFT and puts
the designated values in the appropriate fields (H).

• The router forwards the packet to the designated
output interface (I).

For each packet which already has aggr_id:
1) The router checks whether the aggr_id read from the

packet is in the AT (J).
2) If the route appears in the AT:

• The router reads the int_id from the AT (K).
• The router forwards the packet to the next node

based on the int_id (M).
3) If the route does not appear in the AT:

• The router determines the int_id (N).
• The router adds an entry in the AT (O).
• The router forwards the packet to the next node

based on the int_id (M).
For each packet leaving the domain:

1) The router deletes the aggr_id from the IP header.
2) The router sends the packet outside the domain accord-

ing to the operation of a traditional IP network.
FAMF ensures that the number of entries in the list main-

tained by core nodes is limited to the number of possible
routes in the network, because different flows transmitting
traffic along the same route are aggregated under one entry
in the table. The number of entries in the table is significantly

Fig. 3. Total number of flow table entries (logarithmic scale).

lower than the number of flows currently served by the router,
which can be very high. Finally, the problem of scalability
associated with handling of flows in FAMTAR is solved.

The FAMF mechanism is more complex than the pure
FAMTAR. However, the level of complexity is only slightly
higher comparing with FAMTAR and depends on type of a
node. In edge routers more operations are necessary to conduct
for the first packet of a flow. Besides adding a new registration
to the FFT, we also need to calculate aggr_id and add it to
the AT. On the other hand, for further packets we only analyze
registrations in AT, which usually is less loaded than FFT.
The computational savings in this area are even more
significant in core routers, when difference between number
of flows and aggregates is higher than in edge routers.
Replacing FFTs with ATs, the operational complexity in core
routers is reduced.

IV. EVALUATION

In order to evaluate the proposed aggregation mechanism,
we conducted network simulations using the ns-3
simulator. We used the US-backbone topology (see Fig. 2),
with 39 nodes. They were connected with 1 Mbps, 1 ms delay
links. We chose such a low links bandwidth in order to speed
up simulations. The obtained results are scalable. We generated
traffic from group of 50 hosts connected to node Portland to
group of 50 hosts connected to the node Atlanta. Each host
was connected to its backbone node using 0.1 Mbps, 1 ms
delay access link. There was no other traffic in the network.

The duration of simulation was 250 s of network operation.
During that time, 100, 500 and 1000 uni-directional TCP
flows were generated, between randomly selected hosts from
sender and receiver groups. Flows start times were uniformly
distributed over the simulation time. The average size of a flow
was 1 MB, 200 kB and 100 kB, respectively for each scenario,
modeled with Pareto distribution, with the shape factor equal
to 1.5. Average total amount of data trasmitted in each scenario
was equal to the number of flows multiplied by the average
flow size. That means that in all scenarios, the average amount
of transmitted data was constant and equal to 100 MB.
All scenarios were repeated 10 times with warm-up period
equal to 50 s. The results of simulations are shown in Fig. 3,
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Fig. 4. Total throughput [Mbps].

Fig. 5. Mean packet delay [s].

Fig. 4 and Fig. 5. Error bars represent 95% confidence
intervals.

Total number of table entries is the number of forward-
ing table entries in Portland (the first core) router. When
no aggregation scheme is utilized, this number is twice as
large as the number of TCP generated flows, because reverse
streams of acknowledgement (ACK) packets are counted as
separate flows. With aggregation, the number of entries is
significantly lower (95.4%, 97.3% and 98.2%, respectively for
each scenario) and grows much slower than the number of
flows. Furthermore, number of aggregate entries is bounded by
network topology, whereas number of flows can grow infintely.

Throughput traffic is measured in the destination
node. The throughput of 1 Mbps can be achieved with
classic routing, because only one path can be used.
In FAMTAR-enabled network, the throughput is higher.
This is because FAMTAR utilizes multiple paths between
the same nodes. The topology limits throughput between
these two nodes to theoretical 3 Mbps (This is the value of
max-flow/min-cut between these two nodes). When using
FAMTAR with aggregation, the achieved throughput is
more various, but within the confidence intervals with pure
FAMTAR throughput. In fact, we observed high variance of
throughput in both FAMTAR and FAMTAR with aggregation

scenarios, as FAMTAR behavior highly depends of flows
arrival pattern.

Mean packet delay was another measured quality parameter.
In FAMTAR network, delay is significantly higher than in the
classic routing network. We think that it can be attributed to
higher queuing delay in access nodes, which is a result of
higher overall traffic being served in FAMTAR. Aggregation
increases delay slightly, however, errors bars show that the
results for FAMTAR with aggregation are comparable with
those for FAMTAR. The aggregation mechanism alone pro-
vides additional operations only for first packets of flows.
Observing the whole transmission, impact of these operations
is negligible.

Overall, results show that FAMF affects performance
of FAMTAR insignificantly. At the same time, it allows
massive reduction of the number of entries in forwarding
tables.

V. CONCLUSION AND FUTURE STUDIES

Efficient flow aggregation is not an easy task, one that
researchers and companies have been struggling with for a
while now. Some universal ideas have been proposed but
they usually do not work for particular cases. In this letter,
we have proposed a flow aggregation mechanism designed
specifically for FAMTAR. By aggregating flows, core routers
do not need to maintain full flow tables which makes them less
expensive to build and operate. Results show that the proposed
aggregation provides similar overall network performance with
significantly smaller flow tables.

In future, we plan to extend the presented flow aggregation
method and increase its efficiency. In the current approach,
presented in this letter, aggregates are formed only by the
edge nodes. It would be beneficial if aggregates could be
seen globally, i.e., the same aggregates were used for flows
originating in different nodes if they share the same path.
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