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Summary. Classical methods of segmentation that use binarization in the prepro-
cessing stage often do not provide the precise delineation of the range of objects.
For example, this might be useful for images of the corneal endothelium obtained
with specular or confocal microscopy. This article presents a solution that makes it
possible to adjust the course of the segmentation in the valleys between cells. The
algorithm is a combination of iterative thinning and a watershed algorithm that
works by the gradual removal of points with increasingly lower brightness levels.
The article also contains examples of output images and quality tests0.
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1 Introduction

The segmentation of corneal endothelium images is a difficult issue due to the
nature of the images obtained with confocal or specular microscopy. These
images have a relatively high proportion of thermal noise, low contrast, and
non-uniform luminance, all of which are qualities that prevent the use of algo-
rithms such as the watershed algorithm. Instead, there are different methods
to obtain binary images.

The authors in [12] propose the use of non-subsampled wavelet pyramid
decomposition of lowpass regions. The pre-processing includes removal of non-
uniform illumination and noise. Post processing includes dilatation, erosion,
opening and closing operations, and finally thinning. Other method to deal
with blown-out illumination areas is presented in [16]. Mahzoun et al. [13]
propose using six convolution masks of size 9 × 9 that perform directional
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filtering (vertical, horizontal, left and right) and custom filtering (two ’tri-
corn’ masks and binarization of the sum of outputs). In [9], a similar effective
method is presented which assumes the use of four directional masks. These
two approaches need thinning as the last step of segmentation. Sanches [21]
uses scale-space filtering, especially Gaussian, to make use of the separability
property of the Gaussian kernel, and unsharp masking. Adaptive threshold-
ing and binarization are also used. Subsequently, skeletonization (thinning) is
performed.

A custom method is presented in [15]. The authors propose a scissoring
operator that separates cells in the binary image. The most advanced ap-
proaches use the active contour technique to obtain the shape of each cell in
the image [1, 10], or artificial neuron networks with numerical filters designed
for the border extraction problem [7].

2 The Problem of Imprecise Segmentation

Most of the presented approaches (even clinical programs) do not necessarily
perform precise segmentation. The true shape of some cells is not precisely
drawn (Fig. 1). This problem has been described in the literature [2, 18, 11,
14].

Fig. 1. A sample of imprecise segmentation.

2.1 Thinning

In all these approaches, a binary image is thinned. Iterative thinning is usually
the gradual removal of points from all sides of objects [20]. When images of
the corneal endothelium are binarized, a side effect of this approach is that the
dividing line between the cells does not necessarily fall on the pits or valleys.
Some dividing lines are located on the slopes of particular cells. Therefore,
this does not make for a representative and repetitive segmentation as some
of cell grid parameters are sensitive and can depend on the segmentation
method. To ensure the objectivity and reproducibility of clinical parameters,
the segmentation lines should obtained, as they ran at the bottom of valleys.

The lack of precision may occur during the thinning of the binary images
that are the result of most of the presented algorithms. In the classic approach
to thinning, iterative symmetrical cuts are made to binary images by deleting
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points evenly on each side of the object to obtain a contour that is one pixel
thick. This approach may cause the resulting contour not to cover the bottom
of the valley (Fig. 2).
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(a) Classic

�

(b) Required

Fig. 2. Differences between classic and required thinning.

Thinning is usually carried out using a Hit-or-Miss algorithm with a set of
carefully selected masks (Golay Alph.). In the present work, the set of masks
described in Tab. 1 are used; each of them appears in orientations of 0◦, 90◦

180◦ and 270◦.

X 1 1
0 1 1
0 0 X

 X 1 X
X 1 X
0 0 0

 X X 0
0 1 0
0 0 0

 0 X X
0 1 0
0 0 0


Table 1. A set of masks for thinning

To solve the problem of imprecise thinning (imprecise segmentation) some
approaches have been developed.

2.2 Adjusting the Valley Segmentation Courses

Very interesting solution to the problem of search segmentation best suited to
valleys was presented by B. Selig et al. [22]. The method comprises two parts.
In the first stage, the seeded watershed is applied many times with seeds
placed randomly (stochastic watershed). The next step blurs the output with
a Gaussian filter, which removes local minima, and finally a classic watershed
is used. To evaluate the output, the mean gray values of source pixels under
the segmentation line (MGV) are calculated.

A second approach is presented in [18], the first part of which determines
the number of neighbors of less than or equal brightness to each image point
in the input image. The second phase performs iterative thinning on the basis
of the constructed neighborhood map (NMIT) [17]. Each of the 9 thinning
iterations removes only points that correspond to values in the maps.
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3 Flood-based Iterative Thinning Algorithm (FIT)

In order to solve the problem, a new algorithm is proposed which is a com-
bination of a thinning algorithm and a watershed algorithm. This approach
involves iterative thinning of binary images with reference to the source input
image. Thinning iterations run in the same way as flooding in the watershed
algorithm; in the case of dark valleys and bright objects in the source im-
age, the iterations are carried out from the highest brightness (255 for 8 bit
grayscale images) to the lowest brightness (0). In each iteration, only points
of the binary image where the brightness in the source image is greater than
or equal to the number of the iteration are processed. As a result, the highest
points above and the lowest points below are removed, unless, of course, they
match the thinning mask pattern. This method reduces the symmetrical thin-
ning phenomenon; in its place, there is a solution most suited to the valleys
in the image. A similar approach of thinning for grayscale images is presented
in [4, 3]. The algorithm can be presented in the form of pseudo-code:

FOR level = 255 TO 0

ThinPoints(segmentation) WHERE SourceImage[x,y] >= level

3.1 Improvement of Thinning

The resulting segmentation of the binary image might be not necessarily the
best fit because the binary image could cover a slope, instead of the lowest
parts of the valley. In this case, the proposed solution is a cyclical correction,
based on dilation and iterative thinning. No more improvements are made
when there are no more changes, or a looped cycle is detected.

3.2 Testing of Flood-based Iterative Thinning

Tests were carried out to assess a sample of segmentation quality. As a source
data, the Endothelial Cell Alizarine Data Set was chosen [19]. It contains 30
corneal endothelium images and the corresponding manual segmentations.

Fig. 3(a) contains a fragment of the original image and manual seed (Fig.
3(b)) from the data set (No 4). The next figure (Fig. 3(c)) shows segmenta-
tion seed after dilatation. The drawings (Fig. 4) show a selection of iterative
thinning stages for levels 140, 120, 100, 90, 80 and 60. It can be seen that this
iterative thinning first removes points that cover the higher parts, and then
deletes the lowest points.

A qualitative assessment of the proposed method is needed. For this pur-
pose, a comparison of the original thinned segmentation and NMIT and FIT
methods was prepared. Segmentation was corrected by performing iterative
cycles of dilatation and modified thinning (Fig. 5). A description of the subse-
quent stage, including the differences between images and the mean gray value
of segmentation (MGV), are presented in Table 2, which shows the results for
the thinned original segmentation, improved by NMIT and FIT algorithms.
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(a) original (b) segmentation seed (c) dilatated seed

Fig. 3. Input pictures.

(a) level = 140 (b) level = 120 (c) level = 100

(d) level = 90 (e) level = 80 (f) level = 60

Fig. 4. Thinning iterations for selected levels.

Table 2. The performance of iterative thinnings.

NMIT FIT

cycle differences [px] MGV differences [px] MGV

initial thinning 112.7477 112.7477

1 9587 109.4422 10152 109.2717

2 807 109.3556 467 109.2190

3 94 109.3536 0 109.2190

4 24 109.3413

5 8 109.3363

6 0 109.3363
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Fig. 5. Differences between segmentations obtained in subsequent dilatation and
FIT thinning cycles; black - initial segmentation, blue (dark gray) - first cycle, red
(light gray) - second cycle (final).

4 Conclusions

The presented algorithm matched the lines of segmentation to the source im-
age fairly well. In addition, not only the optical effect Fig.6 can be recognized
as the obtained mean gray value of segmentation was better for the FIT algo-
rithm than the NMIT algorithm and classical thinning. Moreover, the number
of cycles of dilatation and thinning was smaller. It can be concluded that the
proposed algorithm performs solves the problem quite well. Further studies
will focus on the quality of thinning compared to other methods (eg. FRSW)
and the effects of the method for changing shape factors, eg. CV [5], H [6]
and CV SL [8].

(a) Classic thinning (b) NMIT improvement (c) FIT improvement

Fig. 6. Input pictures with overlayed segmentation.
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