
PREREQUISITES 

A formal prerequisite for an intelligent reading of this book is familiarity 
with the most basic facts of set theory, general topology, and linear algebra. 
The purpose of this preliminary section is not to establish these results but 
to clarify terminology and notation, and to give the reader a survey of the 
material that will be assumed as known in the sequel. In addition, some of 
the literature is pointed out where adequate information and further refer­
ences can be found. 

Throughout the book, statements intended to represent definitions are 
distinguished by setting the term being defined in bold face characters. 

A. SETS AND ORDER 

1. Sets and Subsets. Let X, Y be sets. We use the standard notations x EX 
for" x is an element of X", Xc Y (or Y:::l X) for" X is a subset of Y", 
X = Y for " Xc Y and Y:::l X". If (p) is a proposition in terms of given 
relations on X, the subset of all x E X for which (p) is true is denoted by 
{x E X: (p)x} or, if no confusion is likely to occur, by {x: (p)x}. x ¢: X means 
" x is not an element of X". The complement of X relative to Y is the set 
{x E Y: x ¢: X}, and denoted by Y ~ X. The empty set is denoted by 0 and 
considered to be a finite set~ the set (singleton) containing the single element 
x is denoted by {x}. If (Pt), (P2) are propositions in terms of given -relations 
on X, (Pt) => (P2) means" (Pt) implies (P2)", and (PI) ~ (P2) means" (Pt) is 
equivalent with (P2)". The set of all subsets of X is denoted by ~(X). 

2. Mappings. A mapping f of X into Y is denoted by j: X --+ Y or by 
x--+f(x). Xis called the domain off, the image of Xunderf, the range off; 
the graph of/is the subset GJ = {(x,f(x»: x E X} of Xx Y. The mapping of 
the set ~(X) of all subsets of X into ~(Y) that is associated with f, is also 
denoted by f; that is, for any A c X we write f(A) to denote the set 

1 

H. H. Schaefer et al., Topological Vector Spaces
© Springer Science+Business Media New York 1999



204 ORDER STRUCTURES [Ch. V 

normal cones, among them (Theorem (4.3» the abstract version of a classical 
theorem of Dini on monotone convergence. The duality of ordered vector 
spaces is not discussed there, since such a discussion would have amounted to 
a direct application of the results of Section 3, which can be left to the reader. 

Section 5 is concerned with the induced order structure on spaces of linear 
mappings; the principal results are Theorem (5.4) on the extension of con­
tinuous positive linear forms, and Theorem (5.5) establishing the continuity 
of a large class of positive linear forms and mappings. The order topology, 
a locally convex topology accompanying every ordered vector space over R, 
is studied in some detail in Section 6. The importance of this topology stems 
in part from the fact that it is the topology of many ordered t.v.s. occurring 
in analysis. Section 7 treats topological (in particular, locally convex) vector 
lattices. We obtain results especially on the strong dual of a locally convex 
vector lattice, and characterizations of vector lattices of minimal type in 
terms of order convergence and in terms of the evaluation map. (For the 
continuity of the lattice operations see Exercise 20.) The section concludes 
with a discussion of weak order units. 

Section 8 is concerned with the vector lattice of all continuous real valued 
functions on a compact space, and with abstract Lebesgue spaces. The Stone­
Weierstrass theorem is presented in both its order theoretic and its algebraic 
form. Further, the dual character of (AM)-spaces with unit and (AL)-spaces 
is studied as an illuminating example of the duality of topological vector 
lattices treated in Section 7. (AL)-spaces are represented as bands of Radon 
measures, characterized by a convergence property, on extremally discon­
nected compact spaces. The classical representation theorem of Kakutani 
for (AM)-spaces with unit is established, and an application is made to the 
representation of a much more general class of locally convex vector lattices. 

1. ORDERED VECTOR SPACES OVER THE REAL FIELD 

Throughout this section, we consider only vector spaces over the real 
field R. 

Let L be a vector space over R which is endowed with an order structure R 
defined by a reflexive, transitive, and anti-symmetric binary relation "~"; 
L is called an ordered vector space over R if the following axioms are satisfied: 

(LO)1 X ~ Y implies x + z ~ y + z for all x, y, Z E L 
(LO)2 X ~ Y implies Ax ~ AY for all x, y ELand A > O. 

(LO)1 expresses that the order of L is translation-invariant, (LOh expresses 
the invariance of the order under homothetic maps x --> AX with ratio A > O. 
Examples of ordered vector spaces abound; for example, every vector space 
of real-valued functions f on a set T is naturally ordered by the relation 
"f;;;2 g iff(t) ~ get) for all t E T"; in this fashion, one obtains a large number 
of ordered vector spaces from the examples given in Chapter II, Section 2, 
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and Chapter III, Section 8, by considering real-valued functions only and 
taking K= R. 

It is immediate from the axioms above that in an ordered vector space L, 
the subset e ={x: x;;;; O} is a convex cone of vertex 0 satisfying en - e 
= {O}; a cone in L with these properties is called a proper cone in L. The 
elements x E C are called positive, and C is called the positive cone. of the or­
dered vector space L. 

Two ordered vector spaces L1> L2 are isomorphic if there exists a linear 
biunivocal map u of L1 onto L2 such that x ~ y if and only if u(x) ~ u(y) 
(equivalently, such that u maps the positive cone of L1 onto the positive 
cone of L 2 ). 

If L is any vector space over R, a proper cone H c L is characterized by 
the properties 

(i) H+HcH, 
(ii) AH c H for all A > 0, 

(iii) H n -H = {OJ. 

It is verified without difficulty that each proper cone H c L defines, by 
virtue of " x ~. y if y - x E H", an order of L under which L is an ordered 
vector space with positive cone H. Hence for any vector space L, there is a 
biunivocal correspondence between the family of all proper cones in Land 
the family of all orderings satisfying (LO)1 and (LOh. If R1 and R2 are two 
such orderings of L with respective positive cones C1 and C2 , then the 
relation" R1 is finer than R2" is equivalent with C1 c C2; in particular, if 
{R,,: a E A} is a family of such orderings of L with respective positive cones 
C", the coarsest ordering R which is finer than all R,,(rx E A) is determined by 
the proper cone e = n"c". (Cf. Exercise 2.) A cone He L satisfying (i) and 
(ii) is said to be generating if L = H - H. 

Let L be an ordered vector space. The order of L is called Archimedean 
(or L Archimedean ordered) if x ~ 0 whenever there exists YEL such that 
nx ~ y for all n E N (in other words, if x ~ 0 whenever {nx: n E N} is major­
ized). For example, if L is a t.v.s. and an ordered vector space whose positive 
cone is closed, L is Archimedean ordered; on the other hand, R8 is not 
Archimedean ordered for n ;;;; 2 under its lexicographic ordering (see below). 
An order interval in L is a subset of the form {z E L: x ~ z ~ y}, where x, y 
are given; it is convenient to denote this set by [x, y]. (There is little danger of 
confusing this with the inner product notation in pre-Hilbert spaces (Chapter 
III, Section 2, Example 5) if we avoid using the symbol in different meanings 
in the same context.) A subset A of L is order bounded if A is contained in 
some order interval. Every order interval is convex, and every order interval 
of the form [-x, x] is circled. An element e EL such that [-e, e] is radial is 
called an order unit of L. The set Lb of all linear forms on L that are bounded 
on each order interval is a subspace of L *, called the order bound dual of L. 

Let L be an ordered vector space over R and let M be a subspace of L. 
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If C is the positive cone of L, then the induced ordering on M is determined 
by the proper cone C n M; an ordering of Lj M is determined by the canonical 
image C of C in Lj M, provided that C is a proper cone. (Simple examples, 
with L = Ri" show that this is not necessarily the case.) If {La: IJ( E A} is a 
family of ordered vector spaces with respective positive cones Ca , then 
C = TIaCa is a proper cone in L = TIaLa which determines an ordering of L. 
The orderings so defined are called the canonical orderings of M, Lj M (pro­
vided C is proper), and of TIaLa. In particular, the algebraic direct sum EBaLa 
is canonically ordered as a subspace of TIaLa, and if T is any set, then L T 

is canonically ordered by the proper cone {f:f(t) E C for all t E T}. 
Let L be an ordered vector space which is the algebraic direct sum of the 

subspaces M i(i = 1, ... , n); L is said to be the ordered direct sum of the sub­
spaces Mi if the canonical algebraic isomorphism of L onto TIiMi is an order 
isomorphism (for the canonical ordering of TIiMi). 

If L 1 , L2 are ordered vector spaces i= {O} with respective positive cones C1 and 
C2 , then C = {u: u(Cl ) c: C 2 } is a proper cone in the space L(Ll , L 2 ) oflinear 
mappings of Ll into L 2 , if and only if C1 is generating in L l ; whenever M is a 
subspace of L(L1 , L 2 ) such that C n M is a proper cone, the ordering defined 
by C n M is called the canonical ordering of M. A special case of importance 
is the following: A linear formf on an ordered vector space over R is positive 
if x ;?; 0 implies f(x) ;?; 0; the set C* of all positive linear forms on L is a 
cone which is the polar, with respect to <L, L *), of - C. The subspace 
L+ = C* - C*ofL*iscalledtheorderdualofL;itisimmediatethatL+ c:Lb. 
However, there exist ordered vector spaces L for which L + i= Lb (see Namioka 
[1], 6.10). 

In order to use the tool of duality successfully in the study of ordered vector 
spaces L, one needs sufficiently many positive linear forms on L to distin­
guish points; we shall say that L is regularly ordered (or that the order of L is 
regular) if L is Archimedean ordered and L + distinguishes points in L (cf. 
(4.1) below). 

As above, the canonical ordering of a subspace M c: L * is understood to be 
the ordering defined by M n C* whenever M n C* is a proper cone in M. 

Let us note some simple consequences of (LO)l, L being an ordered vector 
space. The equality 

z + sup(x, y) = sup(z + x, z + y) (1) 

is valid for given x, y ELand all Z E L whenever sup(zo + x, Zo + y) exists 
for some Zo E L. If A, B are subsets i= 0 of L such that sup A and sup B 
exist, then sup(A + B) exists and 

sup(A + B) = sup A + sup B. (1 ') 

Also from (LO)l it follows that 

sup(x,y) = -inf(-x, -y) (2) 
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whenever either sup(x, y) or inf( - x, - y) exists; more generally, 

sup A = -inf( -A) (2') 

whenever either sup A or inf( - A) exists. 
A vector lattice is defined to be an ordered vector space E over R such that 

for each pair (x, y) E Ex E, sup(x, y) and inf(x, y) exist. This implies, in 
particular, that E is directed under the order relation ~ (equivalently, that 
the positive cone C of E is generating). For each x E E, we define the absolute 
Ixl by Ixl = sup(x, -x); two elements x, y of a vector lattice E are disjoint 
if inf(lxl, Iyl) = 0; two subsets A c: E and B c: E are lattice disjoint (or 
simply disjoint if no confusion is likely to result) if x E A, Y E B implies 
inf(lxl, Iyi) = 0. The fact that x, yare disjoint is denoted by x 1.. y, and if A 
is a subset of E, A.L denotes the set of all y E E such that y is disjoint from each 
element of A. We record the following simple but important facts on vector 
lattices. 

1.1 

Let E be a vector lattice. Then 

x + y = sup(x, y) + inf(x, y) (3) 

is an identity on E x E. Defining x+ and x'" by x+ = sup(x, 0) and x- = sup 
(-x, O)for all x E E, we have x = x+ - x- and Ixl = x+ + x-; x = x+ - x­
is the unique representation of x as a difference of disjoint elements ~ 0. More­
over, we have 

IAxl = IAllxl 

Ix + yl ~ Ixl + Iyl 

Ix+ - y+1 ~ Ix - yl 

for all x, y E E and A E R. Finally, we have 

[0, x] + [0, y] = [0, x + y] 

for all x ~ ° and y ~ 0. 

Proof. To prove (3), consider the more general identity 

(4) 

(5) 

(6) 

(D) 

a -inf(x, y) + b = sup(a - x + b, a - y + b), (3') 

where a, b, x, yare arbitrary elements of E. By (2) we have -inf(x, y) 
= sup( -x, - y), whence (3') follows from (1); from (3') we obtain (3) by the 
substitution a = x, b = y. Letting y = ° in (3), we obtain x = x+ - x-, and 
since inf(x+, x-) = x- + inf(x, 0) = x- - sup( -x, 0) = 0, x+ and x- are 
disjoint elements; we now obtain via (1), x+ + x- = x + sup( -2x, 0) 
= sup( -x, x) = 14 Let x = y - Z, where y ~ 0, Z ~ ° are disjoint; we show 
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that y = x+, Z = x-, Note first that x = y - z implies y ~ x hence y ~ x+ 
and, therefore, z ~ x-; it follows that (y - x+) 1.. (z - x-) which, in view of 
y - x+ = z - x-, implies y = x+, Z = x-, since clearly 0 is the only element 
of E disjoint from itself. 

If A ~ 0, then from (LOh we obtain (Ax)+ = Ax+ and (Ax)- = AX-; if 
A < 0, then (Ax)+ = (-A( -x»+ = IAlx- and (Ax)- = IAlx+; this proves (4). 
For (5), note that ±x ~ lxi, ±y ~ IYI implies Ix + yl = sup(x + y, -x - y) 
~ Ixl + Iyl. To prove (6) we conclude from x = y + (x - y) that x ~ y+ 
+ Ix - yl; hence, the right-hand side being ~ 0, that x+ ~ y+ + Ix - yl ; 
therefore, x+ - y+ ~ Ix - yl and interchanging x and y yields y+ - x+ 
~ Ix- yl, hence (6). 

Finally, it is clear that [0, x) + [0, y) c [0, x + y) whenever x ~ 0 and 
y ~ 0. Let z e [0, x + y) and define u, v by u = inf(z, x) and v = z - u; there 
remains to show that ve [0, y). But v = z - inf(z, x) = z + sup( -z, -x) 
= sup(O, z - x) ~ sup(O, x + y - x) = y which completes the proof of (1.1). 

COROLLARY 1. In every vector lattice E, the relation x ~ y is equivalent with 
"x+ ~ y+ and y- ~ x- ", and the relation x 1.. y is equivalent with sup(lxl, Iyi) 
= Ixl + Iyl. Moreover, if x 1.. y, then (x + y)+ = x+ + y+ and Ix + yl = Ixl 
+Iyl· 

Proof. In fact, if x+ ~ y+ and y- ~ x-, then x = x+ - x- ~ y+ - y- = y. 
Conversely, x ~ y implies x+ ~ y+ and inf(x, 0) ~ inf(y,O); hence -x­
~ -y- or, equivalently, y- ~ x-. The second assertion is immediate from 
(3) replacing x, y by lxi, Iyl respectively. Finally, x + y = (x+ + y+) - (x­
+ y-), and inf(lxl, Iyi) = 0 expresses that the summands on the right are 
disjoint; hence (x + y)+ = x+ + y+ by the unicity of the representation of 
x + y as a difference of disjoint elements ~ 0. The last assertion is now 
immediate. 

COROLLARY 2. Let E be a vector lattice and let AcE be a subset for which 
sup A = Xo exists. If BeE is a subset lattice disjoint from A, then B is lattice 
disjoint from {xo}. 

Proof. We have to show that z e B implies z 1.. Xo. Now xi) ~ x- ~ Ixl for 
all x e A; hence z 1.. xi) if z e B. It suffices hence to .show that z 1.. xci. In 
view of Corollary 1, we have sup(lzl, x+) = Izl + x+ for all x e A by hypo­
thesis, and xci =sup{x+:xeA}; (1') implies that sup{lzl +x+: xeA} =Izl 
+ xci. Thus we obtain 

sup(lzl, xci) = sup sup(lzl, x+) = sup(lzl + x+) = Izl + xci, 
xeA xeA 

which shows that Izl1.. xci (Corollary 1). 
The following observation sometimes simplifies the proof that a given 

ordered vector space is a vector lattice. 
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1.2 

Let E be an ordered vector space over R whose positive cone C is generating; 
if for each pair (x, y) E C X C either sup(x, y) or inf(x, y) exists, then E is 
a vector lattice. 

The detailed verification is left to the reader; one shows that if sup(x, y) 
exists (x, y E C), then z = x + y - sup(x, y) proves to be inf(x, y), and con­
versely. If x, yare any elements of E, there exists Z E C such that x + Z E C 
and y + Z E C, and the existence of sup(x, y) and inf(x, y) is shown via (1). 

If {E«: IX E A} is a family of vector lattices, it is quickly verified that n~« 
and $«E« are vector lattices under their canonical orderings. A vector 
sublattice M of a vector lattice E is a vector subspace of E such that x E M, 
y E M implies that sup(x, y) E M where the supremum is formed in E; it 
follows that M is a vector lattice under its canonical ordering. However, it 
can happen that a subspace M of E is a vector lattice under its canonical 
order but not a sublattice of E (Exercise 14). 

A subset A of a vector lattice E is called solid if x E A and Iyl ~ lxi, YEE, 
imply that YEA. It is easy to see that a solid subspace of E is necessarily a 
sublattice of E; for example, the algebraic direct sum ~«EI% of a family 
{E,,: IX E A} of vector lattices is a solid subspace of n«E« (for the canonical 
ordering of the product). Also it is easy to see that if M is a solid subspace 
of E, then E/ M is a vector lattice under its canonical order (cf. the exam­
ples below). 

A subset A of a vector lattice E is called order complete if for each non­
empty subset Be A such that B is order bounded in A, sup Band inf B 
exist and are elements of A; E is order complete if it is order complete as a 
subset of itself. If E is an order complete vector lattice, a subspace M of E 
which is solid and such that A c M, sup A = X E E implies x E M, is called a 
band in E. E itself is a band, and clearly the intersection of an arbitrary family 
of bands in E is a band; hence every subset A of E is contained in a smallest 
band B A, called the band generated by A (in E). 

Examples 

1. Let T be any set and consider the vector space R'{; of all real­
valued functions on T under its canonical order, where Ro is ordered 
as usual. Obviously R'b is an order complete vector lattice. If A is any 
subset of R'{;, denote by TA the subset {t: there exists f E A such that 
f(t) # O} of T. Then the band generated by A is the subspace BA = 
{f:f(t) = 0 whenever t ¢ TA }; the quotient Rb/BA , under its canonical 
order, is a vector lattice which is isomorphic with R"{;-TA. The canonical 
ordering of R'{; is regular (in particular, Archimedean); in fact, the order 
dual and the order bound dual coincide with the (ordered) direct 
sum of card T copies of Ro (Chapter IV, Section 1, Example 4). 

2. Let {J be any ordinal number > 0 and let Rg denote the vector 
space of all real valued functions defined on the set of all ordinals 
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a < /3, and consider the subset H of Rg defined by the property "if 
there exists a smallest ordinal a < /3 such that f(a) =1= 0 then f(a) > 0". 
We verify without difficulty that H is a proper cone in Rg; the order de­
termined by H is called the lexicographical order of Rg. The lexicograph­
ical order of Rg is not Archimedean (hence not regular) if /3 > I; in fact, 
the set of all functionsf such thatf(O) = 0 is majorized by each function 
ffor whichf(O) > O. It is worth noting that the lexicographical order of 
Rg is a total ordering, since Rg = H u - H; thus Rg is a vector lattice 
under this order which is, however, not order complete if /3 > 1. More­
over, (up to a positive scalar factor) f ~ f(O) is the only non-trivial 
positive linear form, hence the order dual and the order bound dual 
(cf. (1.4) below) are of dimension 1. 

3. Let (X, ~, Jl) be a measure space (Chapter II, Section 2, Example 2). 
Under the ordering induced by the canonical ordering of R3 (Example I 
above), the spaces ffP(Jl) (1 ;:;; p ;:;; + (0) are vector lattices (take the 
scalar field K = R) which are count ably order complete (each majorized 
countable family has a supremum) but, in general, not order complete 
(Exercise 13). The subspace .At It of Jl-null functions is a solid subspace 
but, in general, not a band in !l'P(Jl); the quotient spaces U(Jl) = 
!l'P(Jl)/.At It are order complete vector lattices under their respective 
canonical orderings (1 ~ p < + (0). 

If E is any order complete vector lattice and A a subset of E, the set A.l. is 
a band in E; this is clear in view of Corollary 2 of (1.1). Concerning the 
bands B A and A -\ we have the following important theorem (F. Riesz [I D. 

1.3 

Theorem. Let E be an order complete vector lattice. For any subset 
AcE, E is the ordered direct sum of the band B A generated by A and of the 
band A.l. of all elements disjoint from A. 

Proof Since AJ..J.. is a band containing A, it follows that B A c AJ..J.. and 
hence that BA ("') A.l. = {O}. Let x E E, x;:;; 0, be given; we show that x = Xl 

+ X2' where Xl E BA , X2 E A.l., and Xl;:;; 0, X 2 ;:;; O. Define Xl by Xl = sup 
[0, xl ("') B A and X 2 by X 2 = X - Xl; it is clear that Xl' X2 are positive and 
that Xl E BA, since BA is a band in E. Let us show that X 2 E B~. For any 
y E B A let z = inf(x2' Iyl); then 0;:;; Z E B A, since B A is solid and z + Xl 

;:;; X 2 + Xl = x. This implies, by the definition of Xl and by virtue of z + Xl 

E B A, that z + Xl ;:;; Xl and hence that z = O. Thus X 2 E B~ and a fortiori 
X 2 E A.l.. Since the positive cone of E is generating, it follows that E = B A 

+ A.l. is the ordered direct sum of the subspaces BA and A.l.. For, the relations 
x;:;; 0 and X = Xl + X 2 , Xl E BA , X 2 E A.l. imply Xl;:;; 0, X 2 ;:;; O. 

COROLLARY 1. If A is any subset of E, the band B A generated by A is the band 
AJ..J... 

Proof Applying (1.3) to the subset A.l. of E, we obtain the direct sum 
E = AJ..J.. + A.l.; since E = BA + A.l. and BA c AJ..J.., it follows that BA = A.l..l.. 
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COROLLARY 2. If x, yare disjoint elements of E and B", By are the bands 
generated by {x}, {y} respectively, then Bx is disjoint from By. 

In fact, we have y E {x}.l and x E {y}.l. 

A general example of an order complete vector lattice is furnished by the 
order dual E+ of any vector lattice E; however, E+ can be finite dimensional 
(Example 2 above) or reduced to {O} (Exercise 14), even if E is of infinite 
dimension. We prove the result in the following more .general form which 
shows it to depend essentially on property (D) of (Ll). (Cf. Exercise 16.) 

1.4 

Let E be an ordered vector space over R whose positive cone C is generating 
and has property (D) of (Ll). Then the order bound dual Eb of E is an order 
complete vector lattice under its canonical ordering; in particular, Eb = E+. 

Proof We show first that for each f E E b, sup(j, 0) exists; it follows then 
from (1) that sup(f, g) = g + sup(f - g, 0) exists for any pair (J, g) E Eb X Eb; 
hence Eb is a vector lattice by 0.2). This implies clearly that Eb = E+. 

Let f E Eb be given; we define a mapping r of C into the real numbers ~ 0 
by 

rex) = sup{f(y): y E [0, x]} (x E C). 

Since f(O) = 0 it follows that r(x) ~ 0, and clearly rCA-x) = A-r(x) for all 
A- ~ O. Also, by virtue of (1 ') and (D), 

rex + y) = sup{f(z): z E [0, xl + [0, y]} = rex) + r(y). 

Hence r is positive homogeneous and additive on C. By hypothesis, each 
z E E is of the form z = x - y for suitable elements x, y E C, and it is readily 
seen that the number r(x) - r(y) is independent of the particular decomposi­
tion z = x - y of z. A short computation now shows that z --+ w(z) = r(x) 
- r(y) is a linear form w on E, evidently contained in Eb. (We have, in fact, 
w(x) = r(x) for x E C.) We show that w = sup(j, 0); indeed, w(x) ~ sup 
(f(x), 0) for all x E C, and if h ~ 0 is a linear form on E such that x E C 
implies hex) ~f(x), then hex) ~ hey) ~f(Y) for all y E [0, xl, which shows 
that hex) ~ rex) = w(x) whenever x E C. 

It remains to prove that Eb = E+ is order complete; for this it suffices to 
show that each non-empty, majorized set A of positive linear forms on E 
has a supremum. Without restriction of generality, we can assume that A is 
directed under " ~ ". (This can be arranged, if necessary, by considering the 
set of suprema of arbitrary, non-empty finite subsets of A.) We define a map­
ping s of C into the real numbers by 

sex) = sup{f(X):fE A} (x E C). 

The supremum is finite for all x E C, since A is majorized. It is clear that 
S(Ax) = As(X) for all A- ~ 0 and, since A is directed, that sex + y) = sex) + s(y). 
Hence, as before, s defines a linear form fo on E by means of fo(z) = sex) 
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- s(y), where z = x - y and x, y e C. It is evident that fo e Eb (since fo ~ 0) 
and thatfo = sup A. 

COROLLARY. The order dual of every vector lattice is an order complete 
vector lattice under its canonical ordering. 

From the construction of f+ = sup(f, 0) in the proof of (1.4), we obtain 
the following useful relations; the proof of these is purely computational and 
will be omitted. 

1.5 

Let E be a vector lattice and let f, 9 be order bounded linear forms on E. For 
each x e E, we have 

sup(f, g)(lxi) = sup{f(y) + g(z): y ~ 0, z ~ 0, y + z = Ixl} 
inf(f, g)(lxi) = inf{f(y) + g(z): y ~ 0, z ~ 0, y + z = Ixl} 

Ifl(lxi) = sup{f(y - z): y ~ 0, z ~ 0, y + z = Ixl} 

If(x) I ~ IfIClxi). 

(7) 

(8) 

In particular, two linear forms f~ 0, 9 ~ ° are disjoint if and only if for each 
x ~ ° and each real number B > 0, there exists a decomposition x = Xl + X2 

with Xl ~ 0, x 2 ~ 0, and such that f(x l ) + g(x2 ) ~ B. 

COROLLARY. Let E be a vector lattice, and let <E, G) be a duality such that G 
is a sublattice of E+. Then the polar AO c G of each solid subset AcE is solid. 

Proof In fact, if x E A, Y ~ 0, z ~ 0, and y + z = lxi, then y - z e A, 
since -Ixl ~ y - z ~ Ixl; hence, if fe AO and Igi ~ If I, then from (8) it 
follows that 

Ig(x)1 ~ Igl(lxi) ~ Ifl(lxi) ~ 1, 

which shows that 9 e AO. 
If E is an ordered vector space over R such that the order dual E+ is an 

ordered vector space (equivalently, if C* is a proper cone in E* where C is the 
positive cone of E), then the space (E+)+ is called the order bidual of E and 
denoted by E+ +. Under the assumptions of (1.4) (in particular, if E is a 
vector lattice), E+ + is a vector lattice, and the evaluation (or canonical) map 
of E into E+ +, defined by x -+ x where x(f) = f(x) (f E E+), is clearly order 
preserving. Assuming that E is a vector lattice, let us show that x -+ x is an 
isomorphism onto a sublattice of E+ + if E is regularly ordered (equivalently, 
if x -+ x is one-to-one). For later use, we prove this result in a somewhat 
more general form. 

1.6 

Let E be a vector lattice and let G be a solid subspace of E+ that separates 
points in E; the evaluation map x -+ x, defined by x(f) = f(x) (f E G), is an 
isomorphism of E onto a sublattice of G+ • 
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Proof. We must show that for each x e E, the element x+ (= sup(O, x) 
taken in G+) is the canonical image of x+ e E. Denote by P the subset 
U{p[O, x+]: p $1; O} of E and define, for eachf$1; 0 in G, a mapping t, of the 
positive cone C of E into R by 

t ,(Y) = sup{f(z): z e [0, y] ("'\ P} (ye C). 

As in the proof of (1.4) it follows that t, is additive and positive homo­
geneous, and hence defines a unique linear form g, e C*; it is clear that 
g, ~J, hence g, e G, since G is solid, and that gix-) = 0 because of [0, x-] 
("'\ P = {O}. Hencegix) = g,(x+), and we obtain x + (f) = sup{g(x):O ~ 9 ~f} 
$1; g,(x) = gix+) = f(x+) for all fe C* ("'\ G. This implies x+ $1; (x+)-; 
since it is clear that (x+)- $1; x+ in G+, the assertion follows. 

We point out that the canonical image of E in G+ is, in general, not an 
order complete sublattice of G+ even if E is order complete (see the example 
following (7.4». In particular (taking G = E+), a regularly ordered, order 
complete vector lattice E need not be mapped onto a band in E+ + under 
evaluation. If E is an order complete, regularly ordered vector lattice whose 
canonical image in E+ + is order complete, E will be called minimal (or of 
minimal type). 

If E, F are vector lattices, a linear map u of E onto F is called a lattice 
homomorphism provided that u preserves the lattice operations; in view of the 
linearity of u, the translation-invariance of the order and the identity (3), this 
condition on u is equivalent to each of the following: (i) u(sup(x, y» 
= sup(u(x), u(y» (x, y E E). (ii) u(inf(x, y» = inf(u(x), u(y» (x, y E E). (iii) 
u(lxi) = sup(u(x+), u(x-» (x e E). (iv) inf(u(x+), u(x-» = 0 (x e E). If, in 
addition, u is biunivocal, then u is called a lattice isomorphism of E onto F. 
It is not difficult to show that a linear map u of E onto F is a lattice homo­
morphism if and only if u- 1(0) is a solid sublattice of E and u(C1) = C2 , 

where C1, C2 denote the respective positive cones of E, F. In particular, if N 
is a solid vector sublattice of E, then Ej N is a vector lattice under its canonical 
order and the canonical map ljJ is a lattice homomorphism of E onto EjN 
(Exercise 12). 

The linear forms on a vector lattice E that are lattice homomorphisms onto 
R have an interesting geometric characterization; let us recall (Chapter II, 
Exercise 30) that {A.x: A. $1; O}, 0 =F x e C is called an extreme ray of the cone C 
if x - y E C, Y E C imply y = px for some p, 0 ~ p ~ 1 .. 

1.7 

Let E be a vector lattice,f =F 0 a linear form on E. The following assertions are 
equivalent: 

(a) fis a lattice homomorphism olE onto R. 
(b) inf(f(x+),J(x-» = Ofor all x E E. 
(c) fgenerates an extreme ray of the cone C* in E*. 
(d) f$1; 0 andf- 1(0) is a solid hyperplane in E. 
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Proof (a)¢>(b) is clear from the preceding remarks. (b)=>(d): Since 
inf(f(x+),f(x-» = 0 for each x E E, it follows that f ~ 0, and f(x) = 0 
implies f(lxJ) = 0; hence Iyl ~ Ixl and f(x) = 0 imply I f(y) I ~f(lyl) ~f(lxl) 
= O. (d) => (c): Suppose 9 E C* is such that f - 9 E C* or, equivalently, that 
o ~ 9 ~f Then since f-l(O) is solid, f(x) = 0 implies Ig(x)1 ~ g(lxJ) ~f(lxJ) 
= 0 and hence f- 1(0) c 9 -1(0). Thus (since f- 1(0) is a hyperplane) either 
9 = 0 orf-l(O) = g-I(O); in any case, 9 = pffor some p, 0 ~ p ~ 1. (c) => (b): 
Let f generate an extreme ray of C*, let x E E be given, and suppose that 
f(x+) > O. Let P = U{p[O, x+]: p ~ O}, and define hE E* by putting, for 
y ~ 0, hey) = sup{f(z): z E [0, y] n P} (see proof of (1.6». It follows that 
o ~ h ~f and hence h = pf by the assumption made on f, and since h(x+) 
= f(x+) > 0 we must have p = 1. Thus h = f, and since clearly h(x-) = 0, it 
follows that f(x-) = 0, which completes the proof. 

2. ORDERED VECTOR SPACES OVER THE COMPLEX FIELD 

It is often useful to have the concept of an ordered vector space over the 
complex field C. Such is the case, for instance, in spectral theory and in 
measure theory. It is the purpose of this section to agree on a definite ter­
minology. We define a vector space Lover C to be ordered if its underlying 
real space Lo (Chapter I, Section 7) is an ordered vector space over R; thus 
by definition, order properties of L are order properties of Lo. The usefulness 
of this (otherwise trivial) definition lies in the fact that the transition to Lo 
does not have to be mentioned continually. 

The canonical orderings of products, subspaces, direct sums, quotients, 
function spaces, and spaces of linear maps are then defined with reference to 
the respective underlying real spaces; only the term "positive linear form" 
on L has to be additionally specified when L is an ordered vector space over 
C. We define f E L * to be positive if Re f(x) ~ 0 whenever x ~ 0 in L; this 
definition guarantees that whenever the canonical ordering of (Lo) * is defined, 
then L* is ordered, and the canonical isomorphism of (I, 7.2) is an order 
isomorphism (a corresponding statement holding for subspaces of L*). 
The order bound dual Lb of an ordered vector space Lover C is then defined 
as the subspace of L * containing exactly the linear forms bounded on each 
order interval in L; the order dual L + is the (complex) subspace of L * which is 
the linear hull of the cone C* of positive linear forms. In accordance with the 
definition given above, the order of L is called regular if Lo is regularly 
ordered; we point out that this is not implied by the fact that C* separates 
points in L, and that in general (L +)0 cannot be identified with (Lo) + by virtue 
of (I, 7.2) (Exercise 4). 

The term vector lattice will not be extended to complex spaces; we shall, 
however, say that an ordered vector space Lover C with positive cone C 
is lattice ordered if the real subspace C - C of L is a vectorlattice. For example, 
the complexification (Chapter I, Section 7) of a vector lattice L is a lattice 
ordered vector space Ll over C. 
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3. DUALITY OF CONVEX CONES 

Let L be a vector space (over R or C); by a cone in L we shall henceforth 
understand a convex cone C of vertex 0 and such that 0 E C. Let C be a fixed 
cone in L; for any pair (x, y) E L x L, we shall write [x, y] = (x + C) n 
(y - C). This notation is consistent with the notation introduced for order 
intervals in Section 1; if C is the positive cone of an ordering of L, then 
(x + C) n (y - C) is the order interval {z: x ~ z ~ y}. For any subset 
A cL, define 

[A] = (A + C) n (A - C) = UUx, y]: x E A, YEA}. 

A subset BeL is called C-saturated if B = [B]; it is immediate that for any 
A c L, [A] is the intersection of all C-saturated subsets containing A, and 
hence called the C-saturated hull of A. It is also quickly verified that A ~ [A] 
is monotone: A c B implies [A] c [B], that [A] is convex if A is convex, and 
that [A] is circled with respect to R if A is circled with respect to R. Finally 
we note that if ty is a filter (more generally, a filter base) in L, then the family 
UF]: FE ty} is a filter base in L; the corresponding filter will be denoted by 
[ty]. 

Assume now that L is a t.v.s. A cone C in L is said to be normal if U = [U] 
where U is the neighborhood filter of O. Hence C is a normal cone in the 
t.v.s. L if and only if there exists a base of C-saturated neighborhoods of 0 
(equivalently, if and only if the family of all C-saturated O-neighborhoods is 
a base at 0). It will be useful to have a number of alternative characteriza­
tions of normal cones. 

3.1 

Let L be a t.v.s. over K and let C be a cone in L. Thefollowing propositions are 
equivalent: 

(a) C is a normal cone. 
(b) For every filter ty in L, lim ty = 0 implies lim[tyl = O. 
(c) There exists a O-neighborhood base m in L such that V E m implies 

[Vn C] c V. 

If K = R and the topology of L is locally convex, then (a) is equivalent to each 
of the following: 

(d) There exists a O-neighborhood base consisting of convex, circled, and C­
saturated sets. 

(e) There exists a generating family &' of semi-norms on L such that p(x) 
~p(x + y) whenever x E C, Y E C and p E fIJ. 

Proof Denote by U the neighborhood filter of 0 in L. (a) => (b): If ty is a 
filter on L which is finer than U, then [ty] is finer than [U]; hence the assertion 
follows from U = [U]. (b) => (c): (b) implies that [U] is the neighborhood 
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filter of 0 in L; hence m = {[U]: U E U} is a neighborhood base of 0 such 
that V Em implies [V n C] c [V] = V. (c) => (a): Given U E U, it suffices to 
show there exists WE U such that [W] c U. Let m be a O-neighborhood base 
as described in (c); select V Em such that V + V c U and a circled WE U 
such that W + We V. We obtain 

[W] = U [x, y] = U (x + [0, y - x]) c W + [( W + W) n C] 
x,yeW x,yeW 

c V + [V n C] c V + V c U, 

which proves the implication (c) => (a). 
Assume now that K = R and the topology of L is locally convex. (a) => (d): 

If U1 is the family of all convex, circled O-neighborhoods in L, then !ill 
= {[U]: U E U1} is a base at 0 consisting of convex, circled, and C-saturated 
sets. (d)=>(e): If !ill is a O-neighborhood base as in (d) andpw is the gauge 
function of WE m3, the family {Pw: WE !ill} is of the desired type. (e) => (c): 
If f!lJ is as in (e) then the family of all finite intersections of the sets Vp,. 

= {x E L: p(x) ~ B} (p E f!lJ, B > 0) is a neighborhood base m of 0 having the 
property stated in (c). This completes the proof. 

COROLLARY I. IfL is a Hausdorff t.v.s., every normal cone C in L is a proper 
cone. 

Proof. In fact, if x E C n - C, then x E [{O}] c [U] for each O-neighbor­
hood U, and it follows that x = O. 

COROLLARY 2. If C is a normal cone in Land BeL is bounded, then [B] is 
bounded; in particular, each set [x, y] is bounded. 

Proof. If B is bounded and U is a O-neighborhood in L, there exists A > 0 
such that BeAU; it follows that [B] c [AU] = l[U]. 

COROLLARY 3. If the topology of L is locally convex, the closure C of a normal 
cone is a normal cone. 

Proof. It is immediate that C is a cone in L, and C is also the closure of C 
in the real space Lo; the assertion follows now from proposition (e) of (3.1). 

It will become evident from the results in this chapter and the Appendix 
that the concept of a normal cone is an important (and perhaps the most 
important) notion in the theory of ordered topological vector spaces; for 
cones in normed spaces over R it goes back to M.G. Krein [2]. The original 
definition of Krein postulates the existence of a constant y( ~ 1) such that 
Ilxll ~ yllx + yll for all x, y E C; it follows at once that this definition is 
equivalent, for normed spaces (L, II II) over R, with the one given above, and. 
(3.1) (e) implies that there exists an equivalent norm on L for which one can 
suppose y = 1. 

If M is a subspace of the t.v.s. Land C is a normal cone in L, it is clear that 
M n C is a normal cone in M; it is also easy to verify that if {LIZ: ex E A} is a 
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family of t.v.s., C,. a cone in LIZ, and L = TIIZLIZ' then C = TIIZCIZ is a normal 
cone in L if and only if CIZ is normal in LiIX E A). Let us record the following 
result on locally convex direct sums. 

3.2 

If {LIZ: IX E A} is afamily of l.c.s., CIZ a cone in LiIX E A), and L = $IZLIZ the 
locally convex direct sum of this family, then C = EDIZCIZ is a normal cone in L 
if and only if CIZ is normal in LIZ (IX E A). 

Proof: The necessity of the condition is immediate, since each LIZ can be 
identified with a subspace of L such that CIZ is identified with LIZ () C (IX E A). 
To prove that the condition is sufficient assume that K = R (which can be 
arranged, if necessary, by transition to the underlying real space Lo of L). 
Let m,. be a neighborhood base of 0 in LIZ (IX E A) satisfying (3.1) (d); the 
family of all sets V = r IZ VIZ (VIZ E mlZ, IX E A) is a neighborhood base of 0 in L 
(Chapter II, Section 6). Now it is clear that [V () C] is the convex hull of 
UIZ[V1Z () CIZ]; since [V,. () CIZ] C VIZ for all VIZ E mlZ (IX E A), it follows that 
[V () C] c: V, which proves the assertion in view of (3.1) (c). 

It can be shown in a similar fashion that a corresponding result holds for 
the direct sum topology introduced in Exercise I, Chapter I (in this case, the 
spaces L,. need not be supposed to be locally convex). On the other hand, if 
C is a normal cone in Land M is a subspace of L, then the canonical image 
C of C in LIM is, in general, not a proper cone, let alone normal. (For a 
condition under which C is normal, see Exercise 3.) 

Intuitively speaking, normality of a cone C in a t. v .s. L restricts the" width" 
of C and hence, in a certain sense, is a gauge of the pointedness of C. For ex­
ample, a normal cone in a Hausdorff space cannot contain a straight line 
«3.1), Corollary 1); a cone C in a finite-dimensional Hausdorff space L is 
normal if its closure C is proper (cf. (4.1) below). In dealing with dual 
pairs of cones, one also needs a tool working in the opposite direction and 
gauging, in an analogous sense, the bluntness of C. The requirement that 
L = C - C goes in this direction; in fact, it indicates that every finite subset 
S of L can be recovered from C in the sense that S c: So - So for a suitable 
finite subset So c: C. The precise definition of the property we have in mind 
is as follows. 

Let L be a t.v.s., let C be a cone in L, and let 6 be a family of bounded 
subsets of L (Chapter III, Section 3); for each S E 6, define Sc to be the sub­
set S () C - S () C of L. We say that C is an 6-cone if the family {Sc: S E 6} 
is a fundamental subfamily of 6; C is called a strict 6-cone if {Sc: S E 6} is 
fundamental for 6. If L is a l.c.s. over Rand 6 is a saturated family, in 
place of Sc we can use the convex, circled hull of S () C in the preceding 
definitions. A case of particular importance is the case where 6 = ~ is the 
family of all bounded subsets of L: C is a ~-cone in L. The notion of a 
~-cone in a normed space (L, " II) appears to have been first used by Bonsall 
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[2]; Bonsall defines L to have the decomposition property if each z, liz II ~ 1, 
can be approximated with given accuracy by differences x - y, where x E C, 
Y E C and Ilxll ~ k, lIyll ~ k for a fixed constant k > o. 

The property of being an 6-cone satisfies certain relations of permanence 
(Exercise 5); since these are consequences of (3.3), below, the permanence 
properties of normal cones, and the duality theorems (IV, 4.1) and (IV, 4.3), 
they will be omitted here. Let us point out that, as the concept of a normal 
cone, the concept of an 6-cone is independent of the scalar field (R or C) 
over which L is defined. 

Examples 

1. The set of real-valued, non-negative functions determines a 
normal cone in each of the Banach spaces enumerated in Chapter II, 
Examples 1-3. If E, is anyone of these spaces and C the corresponding 
cone, then E = C - C if K = R; this implies that C is a strict ~-cone in 
E (see (3.5) below). If the functions (or classes of functions) that con­
stitute E are complex valued, then C and C + iC are normal cones and 
C + iC is a strict ~-cone. 

2. Let C denote the set of all non-negative functions in the space 
fi) of L. Schwartz (Chapter II, Section 6, Example 2). C is not a normal 
cone in fi), but C + iC is a strict ~-cone. The cone C 1 of all distributions 
T such that (Tf) ~ 0 for f E C (which can be identified with the set of 
all positive Radon measures on Rn (cf. L. Schwartz [1))) is a normal 
cone in fi)', but C1 + iC1 is not a ~-cone (Exercise 6). 

3. Let E be the space of complex-valued, continuous functions with 
compact support on a locally compact space X with its usual topology 
(Chapter II, Section 6, Example 3), and let C be the cone of non­
negative functions in E. C is a normal cone in E, C + iC is normal and 
a strict ~-cone. If C 1 denotes the set of all positive Radon measures 
on X, C1 + iC1 is normal and a strict ~-cone in the strong dual E'. 

The proofs for these assertions will become clear from the following 
results and are therefore omitted. 

If C is a cone in the t.v.s. E, the dual cone C' of C is defined to be the set 
{f E E': Re f(x) ~ 0 if x E C}; hence C' is the polar of - C with respect to 
(E, E'). In the following proofs it will often be assumed that the scalar field 
K of E is R; whenever this is done, implicit reference is made to (I, 7.2) (cf. 
also Section 2). Before proving the principal result of this section, we estab­
lish this lemma which is due to M. G. Krein [2]. 

LEMMA 1. If C is a normal cone in the normed space E, then E' = C' - C'. 

Proof. We can assume that K = R. LetfE E' and define the real function 
p ~ 0 on C by p(x) = sup{f(z): z E [0, xl}. Then it is clear that p(AX) = Ap(xn 
if A ~ 0 and that p(x + y) ~ p(x) + p(y), since [0, x] + [0, y] c [0, X + y] for) 
all x, y E C. It follows that the set 

V = {(t, x): 0 ~ t ~p(x)} 
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is a cone in the product space Ro x E. Let {x,,: n E N} be a null sequence in 
E and suppose that {tIl: n E N} is a sequence of real numbers such that 
(t", x,,) E V (n EN). Since C is a normal cone and f is continuous, it follows 
that p(x,,) -. 0 and hence that tIl -.0; this implies that (1, 0) is not in the 
closure Vof V in the normable space Ro x E. By (II, 9.2) there exists a 
closed hyperplane H strictly separating {(I,O)} and V; it can be arranged 
that H = {(t, x): h(t, x) = -I}, where h(1, 0) = -1 and h is ;?;; 0 on V. By 
(IV, 4.3) h is of the form (t, x) -. - t + g(x); since gEE' and (0, x) E V for 
each x E C, it follows that 9 E C'. Now (P(x), x) E V for all x E C; hence we 
have - p(x) + g(x) ;?;; 0 if x E C. Since f(x) ~ p(x) ~ g(x) for x E C, we 
obtain f = 9 - (g - f), where 9 E C', 9 - f E C', and the lemma is proved. 

3.3 
Theorem. Let E be a l.c.s., let C be a cone in E with dual cone C' c E', 

and let 6 be a saturatedfamity of weakly bounded subsets of E'. !fC' is an 6-cone, 
then C is normal for the 6-topology on E; conversely, if C is normal for an 
6-topology consistent with (E, E'), then C' is a strict 6-cone in E'. 

Proof. We can assume that K = R. If C' is an 6-cone in E', then the 
saturated hull of the family {reS n C'): S e 6} equals 6; hence the 6-
topology is generated by the semi-norms 

x -+ Ps(x) = sup{l(x, x')I: x' e S n C'} (S E 6) 

which are readily seen to satisfy proposition (e) of (3.1). 
Suppose now that l: is an 6-topology on E consistent with (E, E') and 

that C is normal with respect to l:. By (3.1) (d) there exists a O-neighborhood 
base U in (E, l:) consisting of convex, circled, and C-saturated sets. Since 
{Uo: U E U} is a fundamental subfamily of 6, it suffices to show that there 
exists, for each U e U, an integer no such that Uo c no(UO n C' - UO n C'). 
Let U e U be fixed. 

Now the dual of the normed space Eu (for notation, see Chapter III, 
Section 7) can be identified with Eu' and the cone C' n Eu' can be identified 
with the dual cone of Cu = c/Ju(C) where, as usual, <Pu is the canonical map 
E -+ £u. Using the fact that U is C-saturated, it is readily seen that Cu is a 
normal cone in Eu; hence if we define the set Me E' by M = UO n C' 
- UO n C', Lemma 1 implies thatEu' = U nM. Now Mis O'(E', E)-compact 

"eN 
by (I, 1.1) (iv), hence O'(E', E)-closed and a fortiori closed in the Banach space 
Eu'; since the latter is a Baire space, it follows that M has an interior point 
and hence (being convex and.circled) is a neighborhood of 0 in Eu.; it follows 
that Uo c noM for a suitable no E N and the proof is complete. 

COROLLARY 1. Let C be a cone in the I.c.s. E. The following assertions are 
equivalent,' 

(a) C is a normal cone in E. 
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(b) For any equicontinuous set AcE', there exists an equicontinuous set 
B c C' such that A c B - B. 

(c) The topology of E is the topology of uniform convergence on the equi­
continuous subsets ofC'. 

COROLLARY 2. If 6 is a saturatedfamity, covering E', of a{E', E)-relatively 
compact sets and if H is an 6-cone in E', then the a(E', E)-closure H of H is a 
strict 6-cone. 

Proof In fact, the cone C = - HO is normal for the 6-topology which is 
consistent with <E, E'), (IV, 3.2), and C' = H by (IV, 1.5). 

COROLLARY 3. If C is a cone in the l.c.s. E. then E' = C' - C' if and only if Cis 
weakly normal; in particular, every normal cone in E is weakly normal. 

We obtain this corollary by taking 6 to be the saturated hull of the family 
of all finite subsets of E'. Let us point out that if C is a cone in a l.c.s. E over 
C, it is sometimes of interest to consider the cone H c E' oflinear forms whose 
real and imaginary parts are;;;; 0 on C; we have H = C' n (-iCY, and it 
follows from Corollary 3 above and (IV, 1.5), Corollary 2, that E' = H - H 
if and only if C + iC (equivalently, C - iC) is weakly normal in E (for, 
H = (C - iC)'). 

REMARK. In normed spaces, weak normality and normality of cones 
are equivalent (see (3.5) below). 

The following is an application of (3.3) to the case where 6 is the family of 
all strongly bounded subsets of the dual of an infrabarreled space E; recall 
that this class comprises all barreled and all bomological (hence all metriz­
able l.c.) spaces. 

3.4 

Let E be an infrabarreled l.c.s., C a cone in E, !B the family of all strongly 
bounded subsets of E'. The following assertions are equivalent: 

(a) C is a normal cone in E. 
(b) The topology of E is the topology of uniform convergence on strongly 

bounded subsets ofC'. 
(c) C' is a !B-cone in E'. 
(d) C' is a strict !B-cone in E'. 

The proof is clear from the preceding in view of the fact that !B is the 
family of all equicontinuous subsets of E' (Chapter IV, Section 5). 

COROLLARY. IfE is a reflexive space, normal cones and !B-cones correspond 
dually to each other (with respect to <E, E'». 

It is an interesting fact that the complete symmetry between normal and 
!B-cones under the duality <E, E') remains in force, without reflexivity 
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assumptions, when E is a Banach space (cf. Ando [2]). From the proof of 
this result we isolate the following lemma, which will be needed later, and is 
of some interest in itself. 

LEMMA 2. Let (E, :1:) be a metrizable t.v.s. over R, let C be a cone in E which 
is complete, and let {Un: n E N} be a neighborhood base of 0 consisting of closed, 
circled sets such that Un+1 + Un+1 C Un (n EN). Then the sets 

(n EN) 

form a O-neighborhood base for a topology:1:1 on El = C - C such that (E1' :1:1 ) 

is a complete (metrizable) t.v.s. over R. 

Proof. It is clear that each set Vn is radial and circled in E1, and obviously 
Vn+1 + Vn+1 C Vn for all n E N. It follows from (I, 1.2) that {Vn: n E N} is a 
O-neighborhood base for a (unique translation invariant) topology :1:1 on E1 
under which E1 is a t.v.s. Of course (E1' :1:1) is metrizable, and there remains 
to prove that (El' :1:1) is complete. In fact, given a Cauchy sequence in (E1' :1:1), 

there exists a subsequence {zn} such that Zn+l - Zn E Vn(n EN); we have, 
consequently, zn+1 - zn = xn - Yn' where Xn and Yn are elements of Un n C, 

00 00 

and it is evidently sufficient to show that the series L Xn and L Yn converge 
00 n=l n n=l 

in (E1, :1:1). Let us show this for L Xn. Letting Un = LXv (n EN), we obtain 
n=1 v=1 

un+p - Un E (Un+1 + ... + Un+p) n C C (Un n C) C Vn 

for all pEN and n E N. Since C is complete in (E, :1:), {un} converges for :1: to 
some U E C and we have U - Un+1 E Un n C c V", since Un n C is closed in 
(E, :1:). Now the last relation shows that Un -+ U in (E1, :1:1), and the proof is 
complete. 

3.5 

Theorem. Let E be a Banach space and let C be a closed cone in E. Then 
C is normal (respectively, a strict m-cone) if and only if C' is a strict m-cone 
(respectively, normal) in Eft. 

Proof. The assertion concerning normal cones C c E is a special case of 
(3.4), and if C is a m-cone, then C' is normal in Eft by (3.3). Hence suppose 
that C' is normal in Eft and denote by U the unit ball of E. The bipolar of 
Un C (with respect to (E', E"» is U OO n C" and by (3.3) C" is a strict 
m-cone in the strong bidual E"; hence U OO n C" - U OO n C" is a O-neighbor­
hood in E". It follows that V = Un C - Un C is dense in a O-neighborhood 
VI in E; if El = C - C and :1:1 is the topology on El defined in Lemma 2, 
this means precisely that the imbedding'" of (E1 , :1:1) into E is nearly open 
and continuous, with dense range. Consequently, Banach's homomorphism 
theorem (III, 2.1) implies that", is a topological isomorphism of (E1 , :1:1) 
onto E, and hence C is a strict m-cone in E. 
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COROLLARY. Let E be a Banach space and let C be a cone in E with closure C. 
Thefollowing assertions are equivalent: 

(a) C is a $-cone in E. 
(b) E = C - C. 
(c) C is a strict $-cone in E. 

Proof. (a) => (c) is clear from the preceding since C' is normal in E' when­
ever C is a $-cone, by (3.3). (c) => (b) is trivial. (b) => (a): Let M denote the 
closure of U () C - U () C, where U is the unit ball of E. Then M is convex, 

00 

circled (over R), and such that E = U nM; since E is a Baire space, it foI­
l 

lows that M is a O-neighborhood in E and hence C is a $-cone. 

4. ORDERED TOPOLOGICAL VECTOR SPACES 

LetL be a t.v.s. (over R or C) and an ordered vector space; we say thatL is 
an ordered topological vector space if the following axiom is satisfied: 

(LTO) The positive cone C = {x: x ~ O} is closed in L. 

Recall that an Archimedean ordered vector space is called regularly 
ordered if the real bilinear form (x, x*) ~ Re (x, x*) places Lo and Lri in 
duality, where Lo is the real underlying space of L (Chapter I, Section 7). In 
order to prove some alternative characterizations, we need the following 
lemma which is of interest in itself. (Cf. Exercise 21.) 

LEMMA. Let E be an ordered vector space of finite dimension over R. The order 
of E is Archimedean if and only if the positive cone C is closed for the unique 
topology under which E is a Hausdorff t.v.s. 

Proof. If C is closed, then clearly the order of E is Archimedean. Conversely, 
suppose that E is Archimedean ordered; without restriction of generality we 
can assume that E = C - C. If the dimension of E is n (~ 1), then C con­
tains n linearly independent elements Xl> ••• , Xn and hence the n-dimensional 
simplex with vertices 0, Xl' ... , xn ; since the latter has non-empty interior, so 
does C. Now let x E C and let y be interior to C; by (II, 1.1) n-1y + x is 
interior to C (n EN), and hence we have -x ~ n-1y for all n. This implies 
-x ~ 0 or, equivalently, x E C. 

4.1 

If L is an ordered vector space over R with positive cone C, the following pro­
positions are equivalent: 

(a) The order of L is regular. 
(b) C is sequentially closed for some Hausdorff I.c. topology on L, and L + 

distinguishes points in L. 
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(c) The order of Lis Archimedean, and C is normal for some Hausdorff l.c. 
topology on L. 

Proof. (a) => (b): It suffices to show that the intersection of C with every 
finite dimensional subspace M is closed (Chapter II, Exercise 7), and this is 
immediate from the preceding lemma, since the order of L is Archimedean, 
and hence the canonical order of each subspace MeL is Archimedean. 
(b)=>(c): If l: is a Hausdorff I.c. topology under which C is sequentially 
closed, then, clearly, L is Archimedean ordered. Moreover, since L + separates 
points in L, the canonical bilinear form on L xL· places Land L + = C· - C· 
in duality, and by (3.3) C is normal for the Hausdorff I.c. topology a(L, L +). 
(c) => (a): It suffices to show that L + separates points in L. If l: is a Haus­
dorff I.e. topology for which C is normal, then (L, l:)' = C' - C' by (3.3); 
hence C' - C', and a fortiori L + = C· - C· separates points in L. This 
completes the proof. 

COROLLARY 1. The canonical orderings of subs paces, products, and direct 
sums of regularly ordered vector spaces are regular. 

COROLLARY 2. Every ordered locally convex space is regularly ordered. 

Proof. If (E, l:) is an ordered I.c.s., then C is closed by definition, and the 
bipolar theorem (IV, 1.5) shows - C to be the polar of C' with respect to 
(E, E'). Since C r. - C = {O}, it follows that C' - C' is weakly dense in 
(E, l:)" hence L + = C· - C· separates points in L. 

If A is an ordered set and SeA is a subset ( =F 0) directed for ~, recall 
that the section filter ~(S) is the filter on A determined by the base {Sx: xeS}, 
where Sx = {yeS: y ~ x}, and Sx is called a section of S. In particular, if S 
is a monotone sequence in A, then ~(S) is the filter usually associated with S. 

4.2 

LetL be an orderedt.v.s. and let S be a subset ofL directedfor~. If the section 
filter ~(S) converges to Xo e L, then Xo = sup S. 

Proof. Let xeS and let z be any element of L rnajorizing S; we have 
x ~ y ~ z for all y e Sx, and from Xo e Sx it follows that x ~ Xo ~ z, since 
the positive cone is closed in L. This proves that Xo = sup S. 

A deeper result is the following monotone convergence theorem, which 
can be viewed as an abstract version of a classical theorem of Dini. Although 
it can be derived from Dini's theorem, using (4.4) below (Exercise 9), we give 
a direct proof based on the Hahn-Banach theorem. 

4.3 

Theorem. Let E be an ordered l.c.s. whose positive cone C is normal, and 
suppose that S is a subset ofL directedfor ~. If the section filter ~(S) converges 
for a(E, E'), then it converges in E. 
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Proof Without loss in generality we can suppose that S is directed for ~, 
and that lim ~(S) = 0 for aCE, E'); it follows now from (4.2) that SeC. 
Assume that the assertion is false; then there exists a O-neighborhood U in E 
that contains no section of S, and since C is normal we can suppose that U is 
convex and C-saturated. Since XES n U implies S" c U, it follows that 
S n U = 0; moreover, (S + C) n U = 0, since U is C-saturated, and S + C 
is convex, since it is the union of the family {x + C: XES} of convex sets 
which is directed under inclusion. Hence by (II, 9.2) U and S can be separated 
by a closed real hyperplane in E, and this contradicts the weak convergence 
of ~(S) to O. 

COROLLARY I. Let S be a directed (;;;;) subset of E such that Xo = sup S, where 
E is an ordered l.c.s. with normal positive cone. Jf for every real linear form f 
which is positive and continuous on E one has f(xo) = sup{f(x): XES}, then 
lim g(x) = g(xo) (g E E') uniformly on each equicontinuous subset of E'. 
:reS 

Proof In fact, in view of (3.3), Corollary 3, the weak convergence of ~(S) 
to Xo is equivalent to the relationf(xo) = sup{f(x): XES} for every real linear 
formf on E which is positive and continuous (cf. (I, 7.2». 

The reader will note that the preceding corollary is equivalent with (4.3). 
The following result can be viewed as a partial converse of (4.2). 

COROLLARY 2. Let E be a semi-reflexive, ordered l.c.s. whose positive cone is 
normal. If S is a directed (;;;;) subset of E which is majorized or (topologically) 
bounded, then Xo = sup S exists and~(S) converges to Xo' 

Proof Let S" be any fixed section of S; it suffices to show that sup S" 
exists in E. If S is majorized by some z E E, then S" c [x, z] and hence S" is 
bounded in E by (3.1), Corollary 2; hence assume that S" is bounded in E. 
The weak normality of C implies that E' = C' - C', and hence that the 
section filter ~(S,,) is a weak Cauchy filter in E which is bounded. It follows 
from (IV, 5.5) that ~(S,,) converges to some Xo E E, and (4.2) implies that 
Xo = sup S", since C is closed and hence (being convex) weakly closed in E. 

The following result is an imbedding (or representation) theorem for 
ordered I.c.s. over R; let us denote by X a (separated) locally compact space, 
and by R(X) the space of all real-valued continuous functions on X under the 
topology of compact convergence and endowed with its canonical order 
(Section 1). 

4.4 

Let E be an ordered l.c.s. over R. Jf(and only if) the positive cone C of E is 
normal, there exists a locally compact space X such that E is isomorphic (as 
an ordered I.v.s.) with a subspace of R(X). 

Proof The condition is clearly necessary, for the positive cone of R(X) 
(and hence of every subspace of R(X» is normal. To show that the condition 
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is sufficient, we note first from (3.3), Corollary 1, that the topology of E is 
the topology of uniform convergence on the equicontinuous subsets of the 
dual cone C' c: E'. Let {B .. : a E A} be a fundamental family of q(E', E)­
closed ~quicontinuous subsets of C'; under the topology induced by q(E', E), 
each B .. is a compact space. We define X as follows: Endow A with the discrete 
topology, C' with the topology induced by q(E', E), and let X .. be the subspace 
{a} x B .. of the topological product A x C'; then X is defined to be the sub­
space U .. X .. of Ax C'. The space X is the topological sum of the family 
{B .. : a E A}; clearly, X is a locally compact space in which every X .. is open 
and compact, and hence every compact subset of X is contained in the union 
of finitely many sets X ... For each x E E, we define an element fx E R(X) by 
putting fit) = <x, x') for every t = (a, x') E X; it is clear that x --+ fx is an 
algebraic and order isomorphism of E into R(X). Finally, since a closed 
subset of X is compact if and only if it is contained in a finite union U XII' 

it is also evident that x --+ fx is a homeomorphism. 

REMARKS. It is easy to see that R(X) is complete; hence the image of 
E under x --+ fx is closed in R(X) if and only if E is complete. Moreover, 
if E is metrizable, then the family {B .. : a E A} can be assumed to be 
countable, and hence X countable at infinity; if E is normable, one can 
take X = UO n C' (under q(E', E», where U is any bounded neighbor­
hood of ° in E (in particular, the unit ball if E is normed). If E is a sep­
arable normed space, UO n C' is a compact metrizable space for 
q(E', E) by (IV, 1.7) and hence a continuous image of the Cantor set 
(middle third set) in [0, 1] c: R; in this case X can be taken to be the 
Cantor set itself, or [0, 1] (for details, see Banach [1], chap. XI, 
§ 8, theor. 9). 

Finally, proposition (4.4) can be specialized to the case C = {o}; we obtain 
thus a representation of an arbitrary I.c.s. E over R as a subspace of a suitable 
space R(X); it is immediate that in this particular case, the restriction to the 
scalar field R can be dropped. 

5. POSITIVE LINEAR FORMS AND MAPPINGS 

The present section is concerned with special properties of linear maps 
U E L(E, F) which map the positive cone C of E into the positive cone D of F, 
where E, F are ordered vector spaces (respectively, ordered t.v.s.); these 
mappings are called positive. It is clear that the set H of all positive maps is a 
cone in L(E, F); whenever M is a subspace of L(E, F) such that H n M is a 
proper cone, H n M defines the canonical ordering of M (Section 1). Recall 
also (Section 2) that a linear form f on an ordered vector space E is called 
positive if Ref(x) ~ 0 for each x in the positive cone C of E. 

We begin our investigation with some simple but useful observations 
concerning the properties of the cone :K c: !l' (E, F) of continuous positive 
maps, where E, F are supposed to be ordered t.V.s. over K. We point out that 
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in view of the agreements made in Section 2, it suffices in general to consider 
the case k = R. 

5.1 

Let E, F be ordered t.V.S. and let 6 be a family of bounded subsets of E that 
covers E. Then the positive cone Yf c: 2 (E, F) is closed for the 6-topology. 
For Yf to be a proper cone, it is sufficient (and, if E is a l.c.s. and F 'i= {OJ, neces­
sary) that the positive cone C of E be total in E. 

Proof In fact, by definition of the 6-topology (Chapter III, Section 3) the 
bilinear map (u, x) --+ u(x) is separately continuous on 2 e;(E, F) x E into F; 
hence the partial map fx: u --+ u(x) is continuous for each x E E. Since Yf 

= () {ix-leD): x E C} and the positive cone D of F is closed, Yf is closed in 
2 e,(E, F). Further, since D is proper, u E Yf II -.1f implies that u(x) = 0 for 
x E C; hence u = 0 if C is total in E. Finally, if E is a I.c.s. and C is not total 
in E, there exists an fEE' such that f'i= 0 but f( C) = {OJ, by virtue of the 
Hahn-Banach theorem; if y is any element 'i= 0 of F, the mapping u = f® y 
(defined by x --+ f(x)y) satisfies u E Yf II - Yf. 

COROLLARY. If C is total in E and ifF is a l.c.s., the (canonical) ordering of 
2(E, F) defined by Yf is regular. 

Proof In fact, Yf is a closed proper cone for the topology of simple con­
vergence which is a Hausdorff I.e. topology by (III, 3.1), Corollary; the 
assertion follows from (4.1), Corollary 2. 

5.2 
Let E, F be ordered I.c.s. with respective positive cones C, D and let 6 be a 

family of bounded subsets of E. If C is an 6-cone in E and D is normal in F, the 
positive cone Yf c: 2 (E, F) is normalfor the 6-topology. 

Proof Since D is normal in F, there exists, by (3.1), a family {qa: 0( E A} of 
real semi-norms on F that generate the topology of F, and which are mono­
tone (for the order of F) on D. Since C is an 6-cone in E, it follows that the 
real semi-norms 

u --+ Pa,S(u) = sup{qa(ux): XES II C} (0( E A, S E 6) 

generate the 6-topology on .P(E, F). Now, evidently, each Pa,S is monotone 
on Yf (for the canonical order of 2(E, F»; hence Yf is a normal cone in 
2 elE, F), as asserted. 

On the other hand, there are apparently no simple conditions guaranteeing 
that Yf is a %-cone in 2 6 (E, F), even for the most frequent types of families 
% of bounded subsets of 2 6 (E, F), except in every special cases (cf. Exercise 
7). At any rate, the following result holds where E, F are ordered I.c.s. with 
respective positive cones C, D, and 2.(E, F) denotes 2(E, F) under the 
topology of simple convergence. 
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5.3 

If C is weakly normal in E and if F = D - D, then .!If - .!If is dense in 
2.(E, F). 

Proof. Since the weak normality of C is equivalent with E' = C' - C' by 
(3.3), Corollary 3, the assumptions imply that .!If - .!If contains the sub­
space E' ® F of 2(E, F). On the other hand, the dual of 2 iE, F) can be 
identified with E ® F' by (IV, 4.3), Corollary 4, and it is known that (under 
the duality between 2(E, F) and E ® F') E' ® F separates points in E ® F' 
(Chapter IV, Section 1, Example 3); it follows from (IV, 1.3) that E' ® F is 
weakly dense in 2.(E, F) and hence (being convex) dense in 2.(E, F). 

We turn to the question of extending a continuous positive linear form, 
defined on a subspace of an ordered t.v.S. E, to the entire space E. The fol­
lowing extension theorem is due to H. Bauer [1], [2] and, independently, to 
Namioka [1]. 

5.4 

Theorem. Let E be an ordered t.V.S. with positive cone C and let M be a 
subspace of E. For a linear form fo on M to have an extension f to E which is a 
continuous positive linear form, it is necessary and sufficient that Refo be bounded 
above on M (\ (U - C), where U is a suitable convex O-neighborhood in E. 

Proof. It suffices to consider the case K = R. Iff is a linear extension of fo 
to E which is positive and continuous and if U = {x:f(x)} < I}, it is clear 
that fo(x) < 1 whenever x E M (\ (U - C); hence the condition is necessary. 
Conversely, suppose that U is an open convex O-neighborhood such that 
x E M (\ (U - C) implies fo(x) < y for some y E R. Then y > 0 and N 
= {x E M:fo(x) = y} is a linear manifold in E not intersecting the open 
convex set U - C. By the Hahn-Banach theorem (II, 3.1) there exists a closed 
hyperplane H containing N and not intersecting U - C, which, consequently, 
can be assumed to be of the form H = {x:f(x) = y}; clearly, f is a con­
tinuous extension offo. Furthermore, since 0 E U - C it follows thatf(x) < y 
when x E U - C and hence when x E - C; thus x E C impliesf(x) ~ O. 

COROLLARY 1. Let fo be a linear form defined on the subspace M of an ordered 
vector space L. fo can be extended to a positive linear form f on L if and only if 
Re fo is bounded above on M (\ (W - C), where W is a suitable convex radial 
subset of L. 

In fact, it suffices to endow L with its finest locally convex topology for 
which W is a neighborhood of 0, and to apply (5.4). The same specialization 
can be made in the following result which is due to Krein-Rutman [I]. 

COROLLARY 2. Let E be an ordered t.v.S. with positive cone C, and suppose that 
M is a subspace of E such that C (\ M contains an interior point of C. Then every 
continuous, positive linear form on M can be extended to E under preservation of 
these properties. 
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Proof Iffo is the linear form in question and Xo EM is an interior point of 
C, choose a convex O-neighborhood U in E such that Xo + U c 2xo - C. 
Then Re fo is bounded above on M n (U - C), for we have M n (U - C) 
c (xo - C) n M. 

REMARK. The condition of Corollary 2 can, in general, not be replaced 
by the assumption that C n M possesses an interior point (Exercise 14). 
For another condition guaranteeing that every linear form fo, defined 
and positive on a subspace M of an ordered vector space L, can be ex­
tended to a positive linear formf on L see Exercise 11. 

There is a comparatively large class of ordered t.v.s. on which every posi­
tive linear form is necessarily continuous; we shall see (Section 7 below) that 
this class includes all topological vector lattices that are at least sequentially 
complete (semi-complete). It is plausible that in spaces with this property, the 
positive cone must be sufficiently" wide" (cf. the discussion following (3.2). 
More precisely, one has the following result (condition (ii) is due to Klee 
[2], condition (iii) to the author [2]). 

5.5 

Theorem. Let E be an ordered t.v.s. with positive cone C. Each of the 
following conditions is sufficient to ensure the continuity of every positive linear 
form on E: 

(i) C has non-empty interior. 
(ii) E is metrizable and complete, and E = C - C. 

(iii) E is bornological, and C is a semi-complete strict lB-cone. 

Proof It is again sufficient to consider real linear forms on E. The suffi­
ciency of condition (i) is nearly trivial, for if f is positive, then f- 1(0) is a 
hyperplane in E lying on one side of the convex body C, and hence closed 
which is equivalent with the continuity off by (I, 4.2). Concerning condition 
(ii), we use Lemma 2 of Section 3: The topology ::II on E, determined by the 
neighborhood base of 0, {Vn: n EN}, where Vn = Un n C - Un n C, is 
evidently finer than the given topology ::I of E, and hence we have ::I = ::I1 
by Banach's theorem (III, 2.1), Corollary 2. Now iffis a positive, real linear 
form on E which is not continuous, thenfis unbounded on each set Un n C 
hence there exists Xn E Un n C such that f(xn) > 1 (n EN). On the other 
hand, since Un+I + Un+I C Un for all n, the sequence {xn} is summable in E 

p 

with sum L Xn = Z E C (C being closed), and from z ~ L Xn we obtain 
neN n~1 

fez) > p for each pEN, which is contradictory. Finally, concerning con­
dition (iii) we observe that since E is bornological and C is a strict lB-cone, a 
linear form on E which is bounded on the bounded subsets of C is necessarily 
continuous by (II, 8.3); now iff is a positive, real linear form on E which is 
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not continuous, there exists a bounded sequence {x,,} in C such thatf(x,,) > n 
(n EN). Since E is locally convex by definition, we conclude that {n- 2x,,: 
n EN} is a summable sequence in C with sum z e C, say, and it follows that 

p p 

!(z) ~ L n-2!(x,,) > L ,,-1 
11=1 11=1 

for all p, 

which is impossible. The proof is complete. 

COROLLARY. Let E be an ordered l.c.s. which is the inductive limit of afamily 
{E,,: oc e A} of ordered (F)-spaces with respect to afamily of positive linear maps, 
and suppose that E" = C" - C,,·(oc E A). Then each positive linear form on E is 
continuous. 

This is immediate in view of (II, 6.1). For locally convex spaces, an im­
portant consequence of (5.5) is the automatic continuity of rather extensive 
classes of positive linear maps. 

5.6 

Let E, F be ordered I.c.s. with respective positive cones C, D. Suppose that E 
is a Mackey space on which every positive linear form is continuous, and assume 
that D is a weakly normal cone in F. Then every positive linear map ofE into'F is 
continuous. 

Proof. Let u be a linear map of E into F such that u(C) c D, and consider 
the algebraic adjoint u* of u (Chapter IV, Section 2). For each y' eD', 
x ~<x, u*y') is a positive linear form on E, hence continuous by assump­
tion; since F' = D' - D' by (3.3), Corollary 3, it follows that u*(F') c E'; 
hence u is weakly continuous by (IV, 2.1). Thus u e 2(E, F) by (IV, 7.4). 

We conclude this section with an application of several of the preceding 
results to the convergence of directed families of continuous linear maps. 

5.7 

Let E be an ordered barreled space such that E = C - C, and let F be an 
ordered semi-reflexive space whose positive cone D is normal. Suppose that 'PI is a 
subset of 2 (E, F) which is directed upwardfor the canonical order of 2 (E, F), 
and either majorized or simply bounded. Then Uo = sup 'PI exists, and the 
section filter ~('PI) converges to Uo uniformly on every precompact subset of E. 

Proof. In fact, (5.1) and (5.2) show that .tf is a closed normal cone in 
2.(E, F) and hence is the positive cone for the canonical order of !l'S<E, F). 
For each x E C, the family {u(x): u E 'PI} satisfies the hypotheses of (4.3), 
Corollary 2, and hence of (4.3), so ~('PI) converges simply to a linear map 
Uo E 2(E, F). By (III, 4.6) Uo is continuous, and the convergence of ~('PI) is 
uniform on every precompact subset of E. Since .tf is closed in !i'.(E, F), 
(4.2) implies that Uo = sup 'PI. 
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6. THE ORDER TOPOLOGY 

If S is an ordered set, the order of S gives rise to various topologies on S 
(cf. Birkhoff [1)); however, in general, the topologies so defined do not satisfy 
axioms (LT)l and (LTh (Chapter I, Section 1) if S is a vector space, even if 
(LTO) holds (cf. Exercise 17). On the other hand, if L is an ordered vector 
space over R, there is a natural locally convex topology which, as will be seen 
below, is the topology of many (if not all) ordered vector spaces occuring in 
analysis. The present section is devoted to a study of the principal properties 
of this topology. (See also Gordon [2].) 

Let L be an ordered vector space over R; we define the order topology 20 
of L to be the finest locally convex topology on L for which every order inter­
val is bounded. The family of locally convex topologies on L having this 
property is not empty, since it contains the coarsest topology on L, and 20 
is the upper bound of this family (Chapter II, Section 5); a subset We L is a 
O-neighborhood for 20 if and only if W is convex and absorbs every order 
interval [x, y] c L. (W is necessarily radial, since {x} = [x, x] for each x E L.) 
Although 20 is a priori defined for ordered vector spaces over R only, it can 
happen (cf. the corollaries of (6.2) and (6.4) below) that (L, 2) is an ordered 
vector space over C such that (Lo, 2) = (Lo, 2 0 ), where L o is the underlying 
real space of L. We begin with the following simple result. 

6.1 
The dual of(L, 2 0 ) is the order bound dual Lb of L. If Lb separates points in L 

(in particular, if the order of L is regular), (L, 2 0 ) is a bomological l.c.s. If 
L, M are ordered vector spaces, each positive linear map of L into M is continuous 
for the respective order topologies. 

Proof It is clear from the definition of 20 that each order interval is bounded 
for 2 0 ; hence if f E (L, 2 0 )' then f E Lb. Conversely, if f E Lb, then 
f-1([ -I, I)) is convex and absorbs each ord~r interval, and hence is a O-neigh­
borhood for 2 0, 20 is a Hausdorff topology ifand only if Lb distinguishes points 
in L. Let W be a convex subset of L that absorbs each bounded subset of 
(L, 2 0 ); since Wa fortiori absorbs all order intervals in L, W is a 2 0 -neigh­
borhood of O. Hence (L, 2 0 ) is bornological if (and only if) 20 is a Hausdorff 
topology. Finally, if u is a positive linear map of L into M, then u([x, y)) 
c [u(x), u(y)] for each order interval in L; hence if V is convex and absorbs 
order intervals in M, u- 1(V) has the same properties in L and thus u is con­
tinuous forthe order topologies. (Cf. Exercise 12.) 

COROLLARY. Let Li (i = I, ... , n) be a finite family of ordered vector spaces, 
and endow L = TIiLi with its canonical order. Then the order topology of L is the 
product of the respective order topologies of the L i. 

Proof We show that the projection Pi of (L, 2 0 ) onto (Li' 2 0 ) (i = 1, ... , n) 
is a topological homomorphism. In fact, Pi is continuous by (6.1); if Ii is an 
order interval in Li then Ii x to} is an order interval in L. hence if W is a 
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convex O-neighborhood in (L, l:o) then Pi( W) is convex and absorbs II 
which proves the assertion. 

The order topology is most easily analyzed when L is an Archimedean 
ordered vector space with an order unit e. For convenience of expression, let 
us introduce the following terminology: A sequence {xn: n E N} of elements 
~ 0 of an ordered vector space L is order summable if supn Un exists in L, 

n 

where Un := L xp- We shall say that a positive sequence {xn: n E N} is of type 
p=1 

11 if there exists an a ~ 0 in L and a sequence (An) Ell such that (0 ~)Xn ~ Ana 
(n EN). 

6.2 

Let L be an Archimedean ordered vector space over R, possessing an order unit 
e. Then (L, l:o) is an ordered I.v.s. which is normable, l:o is the finest locally 
convex topology on L for which the positive cone C is normal, and the following 
assertions are equivalent: 

(a) (L, l:o) is complete. 
(b) Each positive sequence of type [I in L is order summable. 

Proof. The order interval [-e, e] is convex, circled, and (by the definition 
of order unit) radial in L; since L is Archimedean ordered, the gauge Pe of 
[-e, e] is a norm on L. The topology generated by Pe is finer than l:o since 
[-e, e] is l:o-bounded, and it is coarser than l:o, since it is locally convex 
and [-e, e] absorbs order intervals; hence Pe generates l:o. To see that Cis 
closed in (L, l:o), note that e is an interior point of C; the fact that C is closed 
follows then, as in the proof of the lemma preceding (4.1), from the hypothesis 
that Lis Archimedean ordered. Moreover, since by (3.1), Corollary 2, l:o is 
finer than any l.c. topology on L for which C is normal, the second assertion 
follows from the fact that the family {B[ -e, e]: B > O} is a O-neighborhood 
base for l:o that consists of C-saturated sets. 

Further, it is clear that (a) => (b), since every positive sequence of type 11 
in L is of type /1 with respect to a = e, and hence even absolutely summable 
in (L, l:o); the assertion follows from (4.2). (b) => (a): We have to show that 
(L, l:o) is complete. Given a Cauchy sequence in (L, l:o), there exists a sub­
sequence {xn: n E N} such that for all n, Pe(xn+1 - xn) < An' where (An) E /1; 

hence Xn+1 - Xn E An[ -e, e] and we have Xn+1 - Xn = Un - Vn> where Un = Ane 
+ (Xn+l - xn) and Vn = Ane (n EN). To show that {xn} converges, it suffices to 

00 
show that L Un converges. Now 0 ~ un ~ 2Ane; hence {un} is of type /1 and 

II n== 1 

supn L Up = U E C exists by hypothesis. Since for all n 
p=1 

n n+k (00) o ~ U - L up = SUPk L up ~ 2 L Ap e, 
p=1 p=n+l p=n+l 00 

it follows that L Un = U for l:o and hence (L, l:o) is complete. 
n=1 
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COROLLARY 1. If Lis Archimedean ordered and has an order unit, the order of 
L is regular and we have Lb = L + • 

This is immediate in view of (6.1) and (3.3). 

COROLLARY 2. Let (E, l:) be an ordered Banach space possessing an order unit. 
Then l: = l:o if and only if the positive cone C of E is normal in (E, l:). 

Proof. In fact, the order of E is Archimedean, since C is closed in (E, l:); 
if l: = l:o, then C is normal by (6.2). Conversely, if C is normal, then l: is 
coarser than l:o; since [-e, e] is a barrel in (E, l:) (we can suppose that 
K = R), it follows that l: = l:o. 

Examples to which the preceding corollary applies are furnished by the 
spaces 'C(X) (X compact) and L oo(Jl) (Chapter II, Section 2, Examples 1 and 2) 
and, more generally, by every ordered Banach space whose positive cone is 
normal and has Don-empty interior. It is readily verified that each interior 
point of the positive cone C of an ordered t.v.s. L is an order unit, and each 
order unit is interior to C for l:o. 

However, most of the ordered vector spaces occurring in analysis do not 
have order units, so that the description of l:o given in (6.2) does not apply. 
Let L be an Archimedean ordered vector space over R and denote, for each 

00 

a ~ 0, by La the ordered subspace La = U n[ -a, a] endowed with its order 
n=l 

topology; La is a normable space. The family {La: a ~ O} is evidently directed 
under inclusion c, and if La C Lb, the imbedding map hb,a of La into Lb is 
continuous. 

6.3 

Let L be a regularly ordered vector space over R, and denote by H any subset 
of the positive cone C of L which is cofinal with C for ~. Then (L, l:o) is the 
inductive limit lim hb aLa (a, b E H). - ' 

Proof. By (6.1), the assumption on L implies that l:o is Hausdorff. In view 
of the preceding remarks and the definition of inductive limit (Chapter II, 
Section 6), it suffices to show that l:o is the finest I.e. topology on L for which 
each of the imbedding maps fa: La -+ L (a E H) is continuous. Since H is 
cofinal with C, each order interval [x, y] c Lis contained ina translate of some 
[-a, aJ where a E H, and hence [x, yJ is bounded for the topology l: of the 
inductive limit; hence l:o is finer than l:. On the other hand, if W is a convex 
O-neighborhood in (L, l:o), then W absorbs all order intervals in L, which 
implies thatfa- 1(W) is a O-neighborhood in La (a E H), and hence l: is finer 
than l:o. 

COROLLARY 1. If the order ofL is regular and each positive sequence of type [1 

in L is order summable, (L, l:o) is barreled. 
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Proof. In fact, the assumption implies by (6.2) that each of the spaces La 
(a E H) is normable and complete and hence barreled; the result follows from 
(11,7.2). 

COROLLARY 2. If the order of L is regular and the positive cone C satisfies 
condition (D) of(1.1), then Cis normal for ;to (hence the dualof(L, ;to) is L +). 

Proof. By definition of the topology of inductive limit, a O-neighborhood 
base for ;to is given by the family of all convex radial subsets U of L such that 
V= Urt(C-C) is of the form V=r{Pa[-a,a]:aEH} where a-'Pa is 
any mapping of H into the set of real numbers> 0. We prove the normality 
of C via (3.1) (c) by showing that x E U and y E [0, x] imply y E U. If x E U 

n n 

and x ~ 0, then x is of the form x = L AiZi, where L !AI! ~ 1 (Ai E R) and 
i= 1 i= 1 

n 

Zi E Pa.[ -ab ad (i = 1, ... , n). If y E [0, x] it follows that y ~ L !Ai!Pa,al; by 
i=1 

n 

repeated application of (D), we obtain y = L !Ai!YI> where Yi E Pa.[O, ai] 
i= 1 

(i = 1, ... , n). Hence Y E V c: U as was to be shown. 

REMARK. Since La c: Lb (where a, b E C) is equivalent with a ~ Ab 
for a suitable scalar A > 0, it suffices in (6.3) to require that the set of all 
positive scalar multiples of the elements a E H be cofinal with C (for ~); 
in particular, if L has an order unit e, it suffices to take H = {e}. Let us 
note also that the inductive limit of (6.3) is in general not strict (the 
topology induced by Lb on La (b > a) is, in general, not the order topol­
ogy of La). For example, if L is the space L2(jL) and a, baretherespective 
equivalence classes of two functions/, 9 such thatO ~f ~ g,Jis bounded 
and 9 Jl-essentially unbounded, then the topology of La is strictly finer 
than the topology induced on La by Lb' (Cf. Exercise 12.) 

We apply the preceding description of ;to to the case where L is a vector 
lattice; the lattice structure compensates in part for the lack of an order unit 
and one obtains a characterization of ;to that can be compared with (6.2). 

6.4 

Let L be a vector lattice whose order is regular and let ;t be a locally convex 
topology on L.These assertions are equivalent: 

(a) ;t is the order topology ;to. 
(b) ;t is the finest I.e. topology on Lfor which C is normal. 
(c) ;t is the Mackey topolOgy with respect to (L, L +). 

Proof. Let us note first that by (1.4), Lb = L + and that since the order of L 
is assumed to be regular, (L, L +) is a duality. (a) <=> (b): Since the positive 
cone of a vector lattice satisfies (D) of (1.1), this follows from the fact that 
by (3.1), Corollary 2, ~o is finer than any I.c. topology for which C is normal, 
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in view of (6.3), Corollary 2. (a) - (C): Since (L, l:o)' = Lb = L +, l:o is 
consistent with the duality <L, L + ); since (L, l:o) is bomological, l:o is neces­
sarily the Mackey topology with respect to <L, L +). 

The following corollary is now a substitute for (6.2), Corollary 2. 

COROLLARY. Let (E, ~) be an ordered (F)-space (over R) which is a vector 
lattice. Then l: = l:o !f and only if the positive cone C of E is normal in (E, l:). 

Proof If ~ = l:o, then C is normal by (6.4). Conversely, if C is normal, then 
E' = C' - C' by (3.3), and C' - C' = E+ by (5.5) (for C is closed in (E, ~) 
and E = C - C); since E is a Mackey space by (IV, 3.4), the assertion follows 
from (6.4) (c). . 

7. TOPOLOGICAL VECTOR LATTICES 

Let L be a t.v.s. over R and a vector lattice, and consider the maps x -+ lxi, 
x -+ x+, X -+ x- of L into itself, and the maps (x, y) -+ sup(x, y) and (x, y) 
-+ inf(x, y) of L x L into L. By utilizing the identities (I), (2) and (3) of 
Section I, it is not difficult to prove that the continuity of one of these maps 
implies the continuity (in fact, the uniform continuity) of all of them; in this 
case, we say that" the lattice operations are continuous" in L. Recall that a 
subset A of L is called solid if x E A and Iyl ;;:; Ixl imply that YEA; we call L 
locally solid if the t.v.s. L possesses a O-neighborhood base of solid sets. 

7.1 

Let L be a t.v.s. over R and a vector lattice. The following assertions are 
equivalent: 

(a) L is locally solid. 
(b) The positive cone of L is normal, and the lattice operations are continuous. 

Proof (a) => (b): Let U be a O-neighborhood base in L consisting of solid 
sets; if x E U E U and 0 ;;:; y ;;:; x, then y E U and hence the positive cone C 
of L is normal by (3.1) (c). Moreover, if x - Xo E U, we conclude from (6) 
of (1.1) that x+ - xci E U (U E U) and hence the lattice operations are 
continuous. 

(b) => (a): Suppose that C is normal and the lattice operations are con­
tinuous. Let U be a O-neighborhood base in L consisting of circled C-saturated 
sets (Section 3). For a given U E U, choose V E U, WE U so that V + V c U 
and that x E W implies x+ E V. Now if x E W, then -x E W, since W is 
circled; hence x+ and x- = (-x)+ are in V and Ixl = x+ + x- E U. If 
Iyl ~ lxi, then y E [-Ixl.lxl]; hence, since U is C-saturated, it follows that 
y E U. Therefore, the set {y: there exists x E W such that Iyl ~ Ixl} is a O-neigh­
borhood contained in U, and is obviously solid. 

It is plausible that for t.v.s. that are vector lattices, just as for more general 
types of ordered t.v.s., the axiom (LTO) (closedness of the positive cone) by 
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itself is too weak to produce useful results. We define a topological vector 
lattice to be a vector lattice and a Hausdorfft.v.s. over R that is locally solid; 
it will be seen from (7.2) below that in these circumstances, the positive cone 
of L is automatically closed, and hence every topological vector lattice is an 
ordered t.v.s. over R. A locally convex vector lattice (abbreviated I.c.v.I.) is 
a topological vector lattice whose topology is locally convex. Every solid set 
is circled (with respect to R, cf. (4) of(1.1»; hence a topological vector lattice 
possesses a base of circled solid O-neighborhoods. Since the convex hull of a 
solid set is solid (hence also circled), a I.c.v.I. possesses a O-neighborhood base 
of convex solid sets. The gauge function p of a radial, convex solid set is 
characterized by being a semi-norm such that Iyl ~ Ixl implies p(y) ~ p(x), 
and is called a lattice semi-nonn on L. Therefore, the topology of a I.c.v.I. 
can be generated by a family of lattice semi-norms (for example, by the family 
of all continuous lattice semi-norms). A Frechet lattice is a I.c.v.I. which is 
an (F)-space; a nonned lattice is a normed space (over R) whose unit ball 
{x: Ilxll ~ I} is solid. By utilizing (I, 1.5) and the uniform continuity of the 
lattice operations, it is easy to see that with respect to the continuous exten­
sion of the lattice operations, the completion of a topological vector lattice 
is a topological vector lattice; in particular, the completion of a normed 
lattice is a complete normed lattice with respect to the continuous extension 
of its norm. A complete normed lattice is called a Banach lattice. 'Let us 
record the following elementary consequences of the definition of a topo­
logical vector lattice. 

7.2 

In el'ery topological vector lattice L, the positive cone C is closed, normal, and 
a strict m-cone; if L is order complete, every band is closed in L. 

Proof C is normal cone by (7.1) and, since C = {x: x- = O}, C is closed, 
since the topology of L is Hausdorff and x -+ x- is continuous. To show that 
C is a strict m-cone, recall that if B is a circled, bounded set, then B+ = B-, 
and hence B c B+ - B+. It suffices, therefore, to show that B+ is bounded 
if B is bounded. If B is bounded and U is a given solid O-neighborhood in L, 
there exists A > 0 such that BeAU; since AU is evidently solid, it follows 
that B+ c AU hence B+ is bounded. Finally, if A is a band in L, then A = A.l.L 
by (1.3), Corollary 1. Now each set {alL = {x E L: inf(lxl, lal) = O} is closed, 
since L is Hausdorff and x -+ inf(lxl, lal) is continuous, and we have A = 
n {{alL: a E AL}. 

Examples 

1. The Banach spaces (over R) LP{jJ,) (Chapter II, Section 2, Exam­
ple 2) are Banach lattices under their canonical orderings; it will be seen 
below that these are order complete for p < 00, and the spaces Ll{jJ,) and 
L OO(J.l) will be important concrete examples for the discussion in Section 
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8. The corresponding spaces over C can be included in the discussion, 
as they are complexifications (Chapter I, Section 7) of their real counter­
parts. 

2. Let A. be a subspace of rod such that A. = A. x x (Chapter IV, Section 1, 
Example 4); A. is a perfect space in the sense of Kothe [5]). Under the 
normal topology (Kothe [5], Peressini [2]) A. is a I.c.v.I. when endowed 
with its canonical ordering as a subspace of rod' The normal topology is 
the topology of uniform convergence on all order intervals of A. x, and 
the coarsest topology consistent with (A., A. x> such that the lattice 
operations are continuous. (Cf. Exercise 20.) 

3. Let X be a locally compact (Hausdorff) space and let E be the space 
of all real-valued functions with compact support in X, endowed with 
its inductive limit topology (Chapter II, Section 6, Example 3). The top­
ology of E is the order topology Zo (Section 6), so that E is a locally 
convex vector lattice (see (7.3»; E is, in general, not order complete. 
The dual of (E, Zo) is the order dual E+ of E (the space of all real Radon 
measures on X); under its canonical order, E+ is an order complete 
vector lattice by (1.4), Corollary, and a I.c. v.I. for its strong topology 
P(E+, E) «7.4) below). Of particular interest are the spaces E = lC(X) 
when X is compact (Section 8). 

We now supplement the results on the order topology Zo obtained in the 
previous section. 

7.3 

Let E be a regularly ordered vector lattice. Then the order topology Zo is 
the finest topology Z on E such that (E, Z) is a l.c.v.l. Moreover, if E is order 
complete, then (E, Zo) is barreled, and every band decomposition of E is a 
topological direct sum for Zoo 

Proof. In view of (6.1) (and E+ = E b, (1.4», the regularity of the order of 
E is sufficient (and necessary, cf. Exercise 19) for Zo to be a Hausdorff 
topology. By (6.3), (E, Zo) is the inductive limit of the normed spaces La 
(a ~ 0) that are normed lattices in the present circumstances; one shows, as 
in the proof of (6.3), Corollary 2, that the convex circled hull of any family 
{Pa[ -a, a]: a ~ O} is solid, and hence that (E, Zo) is locally solid. The fact 
that Zo is the finest topology Z such that (E, Z) is a I.c.v.I. then follows from 
(6.4) (b), since the positive cone is normal for all these topologies, (7.1). 
If E is order complete, then clearly every positive sequence of type II is 
order summable; hence (E, Zo) is barreled by (6.3), Corollary 1. The last 
assertion is clear from the corollary of (6.1), since Zo induces on each band 
B c: E the order topology of B. (Exercise 12.) 

COROLLARY 1. If the order of the vector lattice E is regular, then (E, Zo) is 
a l.c.v.l. whose topology is generated by the family of all lattice semi-norms on E. 

From the corollary of (6.4), we obtain: 
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COROLLARY 2. If E is a vector lattice and an ordered (F)-space in which the 
positive cone is normal, the lattice operations are continuous in E. 

It is interesting that the strong dual of a I.c.v.I. E reflects the properties of 
E in a strengthened form; in addition, Ep is complete when E is barreled. (As 
has been pointed out in Chapter IV, Section 6, the strong dual of a barreled 
I.c.s. is in general not complete.) 

7.4 

Theorem. Let E be a l.c.v.l. Then the strong dual Ep is an order complete 
I.c.v.l. under its canonical order, and a solid subspace of E+ ; moreover, if E is 
barreled, then E' is a band in E+ , and Ep is a complete l.c.s. 

Proof. Since the positive cone C of E is normal in (E, ~) by (7.2), it follows 
from (3.3) that E' = C' - C' c C* - C* = E+. 

It follows from the corollary of (1.5) that the polar UO of every solid 
O-neighborhood U in E is a solid subset of E+. Since E' is the union of these 
polars,· as U runs through a base of solid O-neighborhoods, E' is a solid 
subspace and therefore a sublattice of E+. In particular, it follows that E' 
is an order complete sublattice of E+. To see that E' is a I.c.v.I. for the strong 
topology peE', E), it suffices to observe that the family of all solid bounded 
subsets of E is a fundamental family of bounded sets; by the corollary of 
(1.5) the polars BO (with respect to <E, E'» ofthese sets B form a O-neighbor­
hood base for peE', E) that consists of solid subsets of E'. 

If (E,~) is barreled and S is a directed (~) subset of the dual cone C' 
such that Sis majorized in E+, then each section of S is bounded for u(E+ , E), 
hence for u(E', E) and, consequently, u(E', E)-relatively compact, (IV, 5.2). 
Thus the section filter of S converges weakly to some f E C', and it is clear 
from the definition of the order of E' thatf = sup S (cf. (4.2), which is, how­
ever, not needed for the conclusion). Since we have shown before that E' 
is a solid sublattice of E+, it is now clear that E' is a band in E+ . 

There remains to show that if (E,~) is barreled, then (E', P(E'E» is 
complete. Let us note first that E+, which is the dual of (E, ~o) by (6.1) (note 
that E+ = Eb by (1.4», is complete under P(E+, E) by (IV, 6.1), for it is the 
strong dual of a bornological space. Hence by the preceding results and 
(7.3), (E+, P(E+, E» is a I.c.v.I. (7.2) shows that E', being a band in E+, is 
closed in (E+, P(E+ ,E» and hence complete for the topology induced by 
P(E+, E). On the other hand, this latter topology is coarser than peE', E), 
since ~ is coarser than ~o; hence if tJ is a peE', E)-·Cauchy filter in E', tJ has 
a unique P(E+, E)-limit g E 'E'. Clearly, tJ converges to g pointwise on E, 
and (since tJ is a Cauchy filter for peE', E», it follows from a simple argument 
that lim tv = g for P(E', E). This completes the proof. 

CoiOLLARY 1. Every reflexive locally convex vector lattice is order complete, 
and a complete I.c.s. 
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In fact, the strong dual of E is a I.c.v.I. which is reflexive by (IV, 5.6), 
Corollary 1, and hence barreled, and E can be identified (under evaluation) 
with the strong dual of E/!. More generally, if E is a I.c.v.I. that is semi­
reflexive, then E is order complete and (E, {J(E, E'» is complete (cf. Corollary 
2 of (7.5) below). 

COROLLARY 2. If E is a normed lattice, its strong dual E' is a Banach lattice 
with respect to dual norm and canonical order. If, in addition, E is a Banach space 
then E' = E+. 

Proof. The first assertion is clear, since the unit ball of E' is solid by the 
corollary of (1.5). The second assertion is a consequence of (5.5) and (7.2). 

The following result is the topological counterpart of (1.6). 

COROLLARY 3. If E is an infrabarreled l.c.v.l., then E can be identified, under 
evaluation, with a topological vector sublattice of its strong bidual EN (which is 
an order complete l.c.v.l. under its canonical order). 

Proof. The assumption that E is infrabarreled (Chapter IV, Section 5) 
means- precisely that the evaluation map x ~ x is a homeomorphism of E 
into EN; the remainder follows from (1.6), since E' is a solid subspace of E+. 

It would, however, be a grave error to infer from the foregoing corollary 
that for 'an infinite subset SC E such that x = sup S exists in E, one has 
necessarily x = sup S. Thus even if E is order complete, E can, in general, 
not be identified (under evaluation) with an order complete sublattice of EN. 
For example, let E = I'" be endowed with its usual norm and order; E is an 
order complete Banach lattice (in fact, E can be identified with the strong 
dual of the Banach lattice [1). Denote by Xn (n eN) the vector in E whose n 
first coordinates are 1, the remaining ones being 0; {xn: n e N} is a monotone 
sequence in E such that supn Xn = e, where e = (1, 1, 1, ... ). Let z = supn xn 
in EN (= E+ + by virtue of(5.5»; we assert that Z:F e. In view of E' = C' - C', 
{xn} is a weak Cauchy sequence in E and z(f) = sUPn!(xn) for eachfe C'; 
if we had z = e, the sequence {xn} would be weakly convergent to e in E, 
and hence norm convergent by (4.3). On the other hand, one has Ilxn+p - xnll 
= 1 for all n e N, peN, which is contradictory, and it follows that z < e. 

Our next objective is a characterization of those I.c. vector lattices that 
can be identified (under evaluation) with order complete sublattices of their 
bidual EN; this will yield, in particular, a characterization of order complete 
vector lattices of minimal type (Section 1). A filter iY in an order complete 
vector lattice is called order convergent if iY contains an order bounded set Y 
(hence an order interval), and if 

supy(inf Y) = infy(sup Y), 

where Y runs through all order bounded sets Ye iY. The common value of 
the right- and left-hand terms is called the order limit of iY. Let us note also 
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that if E is a l.c.v.l., then the bidual E" of E is a I.c.v.l. under its natural topo­
logy (the topology of uniform convergence on the equicontinuous subsets 
of E', Chapter IV, Section 5); in fact, the polar of every solid O-neighborhood 
in E is a solid subset of E' by the corollary of (1.5), and hence the family of 
all solid equicontinuous subsets of E' is a fundamental family of equicon­
tinuous sets. Hence their respective po lars (in E") form a O-neighborhood base 
for the natural topology, consisting of solid sets. 

7.5 

Let (E, Z) be an order complete l.e.v.I., and let E" be endowed with its natural 
topology and canonical order (under which it is an order complete I.e.v.l.). The 
following assertions are equivalent: 

(a) Under evaluation, E is isomorphic with an order complete sublattiee of E". 
(b) For every majorized, directed (~) subset S of E, the section .filter of S 

Z-eonverges to sup s. 
(c) Every order convergent filter in E Z-eonverges to its order limit. 

REMARK. The equivalences remain valid when "to sup S" and "to 
its order limit" are dropped in (b) and (c), respectively; if the cor­
responding filters converge for Z, they converge automatically to the 
lirn.its indicated, by (4.2). 

Proof of (7.5). (a) =:> (b): Let S be a directed (~) subset of E such that 
Xo = sup S; identifying E with its canonical image in E", we obtain (by 
definition of the canonical order of E") f(xo) = sup{f(x): XES} for every 
continuous, positive linear form on E. It follows that the section filter of S 
converges weakly to xo, and hence for Z by (4.3), since the positive cone C 
is normal in E. 

(b) =:> (c): Let Z be an order convergent filter in E with order limit Xo and 
let <V be the base of g: consisting of all order bounded subsets Y E g:. Let 
a( Y) = inf Y (Y E (fj); the family {a( Y): Y E <V} is directed (~) with least 
upper bound Xo; hence by hypothesis its section filter converges to Xo for Z. 
Likewise, if b( Y) = sup Y, the family {b( Y): Y E (fj} is directed (~) with 
greatest lower bound xo, and hence its section filter Z-converges to Xo. Let U 
be any C-saturated O-neighborhood in E; there exists a set Yo E (fj such that 
a( Yo) E Xo + U and b( Yo) E Xo + U, and this implies that Yo c Xo + U. Since 
(C being normal) the family of all C-saturated O-neighborhoods is a base at 
0, it follows that g: converges to Xo for Z. 

(c) =:> (a): Let S be a directed (~) subset of E such that Xo = sup S. It is 
clear that the section filter of S is order convergent with order limit xo, and 
hence it Z-converges to Xo by assumption. It follows thatf(xo) = sup{f(x): 
XES} for every f E C'; hence from the definition of order in E" it follows 
that Xu = sup S, where x -> X is the evaluation map of E into E". The proof 
is complete. 
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COROLLARY I. Let E be an order complete vector lattice whose order is regular. 
The following assertions are equivalent: 

(a) E is of minimal type. 
(b) For every majorized, directed (;;;) subset S of E, the section filter con­

verges to sup S for ~o. 
(c) Every order convergent filter in E converges for ~o. 

Moreover, if E is minimal, then ~o is the finest I.c. topology on Efor which every 
order convergent filter converges. 

Proof Applying (7.5) to (E, ~o) we see that E' = E+, and E" = 
(E+, f3(E+, E)), is a solid subspace of E+ + by (7.4). Hence E is minimal (that 
is, isomorphic with an order complete sublattice of E+ + under evaluation) if 
and only if E is isomorphic with an order complete sublattice of E", which 
proves the first assertion. 

For the second assertion there remains, in view of (c), only to show that 
every I.c. topology ~ on E for which every order convergent filter converges 
is coarser than ~o. Hence let ~ be such a topology, and let a E C be fixed. 
Now {8[ -a, aJ: 8 > O} (8 E R) is a filter base in E, and it is immediate that 
the corresponding filter is order convergent with order limit 0 (E is regular, 
hence Archimedean ordered); thus if U is a convex O-neighborhood for ~, 
it follows that there exists 8> 0 such that 8[ -a, aJ c U. Therefore, U 
absorbs arbitrary order intervals in E, which shows that ~ is coarser than ~o. 

COROLLARY 2. Let E be a I.c.v.l. which is semi-reflexive; then E is order 
complete. If, in addition, every positive linear form on E is continuous, then E is 
of minimal type, teE, E') = ~o, and (E, ~o) is reflexive. 

Proof The first assertion follows at once from (4.3), Corollary 2. If every 
positive linear form on E is continuous, then E' = E+, and the equality 
teE, E') = ~o follows from (6.4) in view of the fact that the order of E is 
regular, (4.1), Corollary 2. Hence E is minimal by Corollary I, for the section 
filter of every majorized, directed (;;;) subset S of E converges weakly to sup S, 
so it converges for ~o by (4.3). Finally, (E, ~o) is reflexive, since it is semi­
reflexive and (by (7.3)) barreled. 

Examples 

4. Each of the Banach lattices LP(J1), I < p < + 00 (Chapter II, 
Section 2, Example 2; take K = R) is order complete and of minimal 
type; in particular, the norm topology is the finest I.c. topology for 
which every order convergent filter converges. 

5. The Banach lattice L 1(Jl) is order complete and of minimal type. 
In fact, if S is a directed (;;;) subset of the positive cone C and majorized 
by h, then for any subset {fl' ... ,fn} of S such that fl ;;; ... ;;;fn one 
obtains 

Ilh -fill = Ilh - Inll + II In - In -111 + ... + II f 2 -fill, 
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since the norm of L1(Jl') is additive on C; this shows that the section 
filter of S is a Cauchy filter for the norm topology, and hence convergent. 
Since the latter topology is 1:0 , it follows that L1(Jl') is of minimal type. 
Obviously these conclusions apply to any Banach lattice whose norm is 
additive on the positive cone; these lattices are called abstract (L )-spaces 
(cf. Kakutani [1] and Section 8 below). 

6. Suppose Jl to be totally a-finite. As strong duals of L 1(Jl), the spaces 
L oo(Jl) are order complete Banach lattices by (7.4); in general, these 
spaces are not of minimal type as the example preceding (7.5) shows 
and hence (in contrast with L1(Jl», in general, not bands in their res.pec­
tive order biduals. 

7. Each perfect space (Example 2 above) is order complete and, if 
each order interval is 0' (A, A +) -compact, of minimal type. 

As we have observed earlier, ordered vector spaces possessing an order 
unit are comparatively rare; it will be shown in Section 8 below that every 
Banach lattice with an order unit is isomorphic (as an ordered LV.s.) with 
CC R(X) for a suitable compact space X. A weaker notion that can act as a 
substitute was introduced by Freudenthal [l]; an element x ;;; ° of a vector 
lattice L is called a weak order unit if inf(x, Iyj) = ° implies y = ° for each 
y E L. A corresponding topological notion is the following: If L is an ordered 
t.v.s., an element x;;; ° is called a quasi-interior point of the positive cone C 
of L if the order interval [0, x] is a total subset of L. The remainder of this 
section is devoted to some results on weak order units and their relationship 
with quasi-interior points of C. 

7.6 

Let E be an ordered I.e.s. over R whieh is metrizable and separable, and suppose 
that the positive cone C of E is a complete, total subset of E. Then the set Q of 
quasi-interior points of C is dense in C. 

Proof Since C is separable, there exists a subset {xn: n E N} which is dense 
in C; denote by {Pn: n E N} an increasing sequence of semi-norms that 

00 

generate the topology of E. Since C is complete, Xo = L rnxn/pixn) is an 
1 

element of C. Now the linear hull of [0, xo] contains each Xn (n EN), and 
hence is dense in C - C and, therefore, in E; that is, Xo E Q. It is obvious 
that C1 = {OJ u Q is a subcone of C, and that Q = C1• Suppose that Q '# C. 
There exists, by (II, 9.2), a linear formfE E' such thatf(x) ;;; ° when x E Q, 
and a point y E C such thatf(y) = -1. Consequently, there exists A> Osuch 
that f( Xo + AY) < 0, which conflicts with Xo + AY E Q. 

COROLLARY. Let E be a Frechet lattice which is separable. Then the set of weak 
order units is dense in the positive cone of E. 

Proof It suffices to show that each quasi-interior point of C is a weak order 
unit. But if x is quasi-interior to C, then Y .1 x implies that y is disjoint from 
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the linear hull of [O,,x] which is dense in E; hence y = 0 since the lattice 
operations are continuous. 

REMARK. The assumptions that E be metrizable and separable are not 
dispensable in (7.6); if E is, for example, either the l.c. direct sum of 
infinitely many copies of Ro or the Hilbert direct sum of uncountably 
many copies of 12 (under their respective canonical orderings), then the 
set of quasi-interior points of C (equivalently, by (7.7), the set of weak 
order units) is empty. 

7.7 

Let E be an order complete vector lattice of minimal type. For each x > 0, 
the following assertions are equivalent: 

(a) x is weak order unit. 
(b) For each positive linear formf#- 0 on E,f(x) > O. 
(c) For each topology :t on E such that (E, :t) is a l.c.v.I., x is a quasi-interior 

point of the positive cone. 

Proof If Bx denotes the band in E generated by {x}, then x is a weak order 
unit if and only if Bx = E, by virtue of (1.3). Now iffis a positive linear form 
on E, then, since E is minimal, f(x) = 0 is equivalent with f(Bx) = {O}; this 
shows that (a) ¢> (b). Moreover, E being minimal, Bx = E is equivalent with 
the assertion that the linear hull of [0, x] is dense in (E, :to) (for the closure 
of each solid subspace G in (E, :to) contains the band generated by G); 
hence (a) ~ (c), since the topologies mentioned in (c) are necessarily coarser 
than :to by (7.3). (c) ~ (a) is clear in view of the continuity of the lattice 
operations in (E, :t) (cf. proof of (7.6), Corollary). 

For example, in the spaces LP(/1) (I ~ p < + (0) the weak order units 
( = quasi-interior points of C) are those classes containing a function which 
is > 0 a.e. (/1). By contrast, a point in L 00(/1) is quasi-interior to C exactly 
when it is interior to C; the classes containing a function which is > 0 a.e. 
(/1) are weak order units, but not necessarily quasi-interior to C. Hence the 
minimality assumption is not dispensable in (7.7). 

8. CONTINUOUS FUNCTIONS ON A COMPACT SPACE. THEOREMS 
OF STONE-WEIERSTRASS AND KAKUTANI 

This final section is devoted to several theorems on Banach lattices of 
type ~(X), where X is a compact space, in particular, the order theoretic and 
algebraic versions of the Stone-Weierstrass theorem and representation 
theorems for (AM)-spaces with unit and for (AL)-spaces. For a detailed 
account of this circle of ideas, which is closely related to the Krein-Milman 
theorem, we refer to Day [2]; the present section is mainly intended to serve 
as an illustration for the general theory of ordered vector spaces and lattices 
developed earlier. Let us point out that with only minor modifications most of 
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the following results are applicable to spaces CCo(X) (continuous functions on 
a locally compact space X that vanish at infinity); for CCo(X) can be viewed as 
a solid sublattice of codimension I in CC(X), where X denotes the one-point 
compactification of X. 

With one exception (see (8.3) below) we consider in this section only vector 
spaces over the real field R; mutatis mutandis, many of the results can be 
generalized without difficulty to the complex case, since CC(X) over C is the 
complexification (Chapter I, Section 7) of CC(X) over R; (8.3) is an example 
for this type of generalization. To avoid ambiguity we shall denote by CCR(X) 
the- Banach lattice of real-valued continuous functions on X, and by CCc(X) 
the (B)-space of complex-valued continuous functions on x. 

Let us recall some elementary facts on the Banach lattice CC R( X), where 
X# 0 is any compact space. CCR(X) possesses order units; IE CCR(X) is an 
order unit if and only if inf {f(t): t EX} > O. Thus the order units of CC R(X) 
are -exactly the functions I that are interior to the positive cone C. Distin­
guished among these is the constantly-one function e; in fact, the norm 
1-+ 11/11 = sup{i/(t)!: t E X} is the gauge functionpe of[ -e, e] and, of course, 
the topology of CC R(X) is the order topology Zo (Section 6). We l?egin with the 
following classical result, the order theoretic form of the Stone-Weierstrass 
theorem. 

8.1 

Theorem. II F is a vector sublattice 01 C(I R(X) that contains e and separates 
points in X, then F is dense in CC R(X), 

REMARK. The subsequent proof will show that a subset Fe C(I R(X) 
is dense if it satisfies the following condition: F is a (not necessarily lin­
ear) sublattice of the lattice C(I R(X), and for every B > 0 and quadruple 
(s, t;ex, 13) E X2 x R2 such that ex = 13 whenever s = t, there exists 
IE F satisfying I/(s) - exl < e and I/(t) - PI < B • 

. Prool 01 (8.1). Let s, t be given points of X and ex,p given real numbers 
such that ex = 13 if s = t; the hypothesis implies the existence of IE F such 
that/(s) = ex,f(t) = p. This is clear if s = t, since e E F; if s "# t, there exists 
9 E F such that g(s) "# g(t), and a suitable linear combination of e and 9 will 
satisfy the requirement. 

Now let h E C(I R(X) and e > 0 be preassigned and let s be any fixed element 
of X. Then for each t E X, there exists an It E F such that Ires) = h(s) and 
fret) = h(t). The set Ut = {r E X:/,(r) > h(r) - e} is open and contains t; 
hence X = U Ut, and the compactness of X implies the existence of a finite 

teX n 

set {tl' ... , tn} such that X = U Utv ' Using the lattice property of F, form the 
v=l 

function g. = SUP{/'l' ... ,/,J; it is clear that g.(t) > h(t) - e for all t EX, 
since each t is contained in at least one Utv ' Moreover, g.(s) = h(s). 

Now consider this procedure applied to each SEX; we obtain a family 
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{gs: SEX} in F such that gs(s) = h(s) for all SEX, and gs(t) > h(t) - e for 
all t E X and SEX. The set Vs = {r EX: gs(r) < her) + e} is open and con­
tains s; hence X = U V., and the compactness of X implies the existence 

seX m 

of a finite set {Sl' ... , sm} such that X = U Vs ... Let g = inf {gSl' ... , gsJ; 
1t=1 

then g E F and her) - e < g(r) < her) + e for all rEX; hence Ilh - gil < e, 
and the proof is complete. 

The algebraic form of the Stone-Weierstrass theorem replaces the hypo­
thesis that F be a sublattice of 'tf R(X) by assuming that F be a subalgebra 
(that is, a subspace of 'tf R(X) invariant under mUltiplication). Our proof 
follows de Branges [1], but does not involve Borel measures. The proof is an 
interesting application of the Krein-Milman theorem and provides an oppor­
tunity to apply the concept of Radon measure that has been utilized earlier 
(Chapter IV, Sections 9 and 10). 

The space Jt R(X) of (real) Radon measures on X is, by definition, the dual 
of 'tfR(X) (Chapter II, Section 2, Example 3); since E is a Banach lattice, 
Jt R(X) is a Banach lattice under its dual norm and canonical order by (7.4), 
Corollary 2. Thus 111111 = 11111111 for each 11; if 11 ~ 0, then 111111 = sup{ll(f): 
fE [-e, en = Il(e), and this implies that 111111 = 11+ (e) + Il-(e) for all 
11 E Jt R(X), If g E 'tf R(X) is fixed, then f ~ gf (pointwise multiplication) is a 
continuous linear map u of 'tf R( X) into itself; the image of 11 E Jt R( X) under 
the adjoint u' is a Radon measure denoted by g .11· Obviously Ig .111 ~ Ilg 111111 

and hence u' leaves each band in Jt R(X) invariant; in particular, if g ~ 0, 
then g.1l = g ·11+ - g ·11-, where inf(g .11+, g .11-) = 0. It follows from (1.1) 
that (g .11)+ = g ·11+, (g ·11)- = g ·11- in this case, and that Ig .111 = g .1111. 

The support of fE 'tfR(X) is the closure Sf of {t E X:f(t) #- O} in X; we 
define the support Sit of 11 E Jt R( X) to be the complement (in X) of the largest 
open set U such that Sf C U implies Il(f) = ° (equivalently, such that Sf C U 
implies 11l1(f) = 0). An application of Urysohn's theorem (cf. Prerequisites) 
shows that iff~ ° and 11 ~ 0, then Il(f) = ° if and only iff(t) = ° whenever 
t E Sit" Notice a particular consequence of this: if 11 is such that Sit = {to}, 
then 11 is of the form Il(f) = Il(e)f(to) (hence, up to a factor Il(e) #- 0, evalua­
tion at to). For Sit = {to} implies that 11l(f - f(to)e) I ~ 11l1(lf - f(to)e\) = 0, 
which is the assertion. Finally, 11 = ° if and only if Sit = 0. The following 
lemma is now the key to the proof of (8.2). 

LEMMA. Let F be a subspace of'tf R(X), and suppose that the Radon measure 11 
is an extreme point of FO n [- e, e]O C Jt R( X). If g E 'tf R( X) is such that 
g.1l E FO, then g is constant on Sit" 

Proof If 11 = 0, there is nothing to prove. Otherwise, it can be arranged 
(by adding a suitable scalar multiple of e and subsequent normalization) 
that g ~ ° and 11l1(g) = 1. Suppose, for the moment, that g ~ e; since 11 is an 
extreme point of po n [-e, e]O, we have 111111 = 1 and it follows that 11l1(e - g) 
= 111111 - 11l1(g) = 0, which implies that 1 = eel) = get) for all t E SJt' in view 
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of the remarks preceding the lemma. We complete the proof by showing that 
IIg II > 1 is impossible. In fact, assume that Ilg II > 1, let P = IIg 11- 1, and define 
the Radon measures J-t1' J-t2 by J-t1 = g1' J-t and J-t2 = g. J-t, where g1 = (e - Pg)1 
(1 - Pl. We observe that J-t1 E PO, J-t2 E Po and that 1J-t21 = 9 .IJ-tl; hence 1IJ-t211 
= 9 ·IJ-tl(e) = 1. Moreover, J-tt = g1' J-t+ and J-tl = g1 • J-t-, since 91 ~ 0, and 
in view of 1IJ-t111 = J-tt(e) + J-tl(e), it follows from a short computation that 
IIJl111 = 1. On the other hand, it is easy to see that J-t = (1 - fJ)J-t1 + PJ-t2, which 
conflicts with the hypothesis that J-t be an extreme point of FO f"'I [-e, er. 

The following is the algebraic form of the Stone-Weierstrass theorem. 

8.2 

Theorem. If F is a subalgebra of ~ R(X) that contains e and separates 
points in X, then Fis dense in ~ R(X), 

Proof The set F C f"'I [-e, e]O is a convex, circled, weakly compact subset of 
J( R(X); hence by the Krein-Milman theorem (II, lOA) there exists an extreme 
point J-t of Po f"'I [-e, e]o. Since Fis a subalgebraof~R(X)' eachfE Fsatisfies 
the hypothesis of the lemma with respect to Jl; hence each f E F is constant on 
the support SIt of J-t. This is clearly impossible if SI' contains at least two points; 
since F separates points in X; on the other hand, if SIt = {to}, then Jl(f) 
= J-t(e)f(to), and it follows that eachfE Fvanishes at to, which is impossible 
since e E F. Hence SI' is empty which implies Jl = 0 and, therefore, Po = {O}; 
consequently, F is dense in ~ R(X) by the bipolar theorem (IV, 1.5). 

The preceding theorem is essentially a theorem on real algebras ~(X); for 
instance, if X is the unit disk in the complex plane and F is the algebra of all 
complex polynomials (restricted to X), then F separates points in X and e E F, 
but F is not dense in ~ c(X) (for each f E F is holomorphic in the interior of 
X). One can, nevertheless, derive results for the complex case from (8.1) 
and (8.2) by making appeal to the fact that ~c(X) is the complexification of 
~ R(X); we say that a subset F of the complex algebra ~ c( X) is conjugation­
invariant if fE F implies f* E F (where f*(t) = f(t)*, t E X). We consider 
~c(X) as ordered by the cone of real functions ~ 0 (Section 2). 

8.3 

COMPLEX STONE-WEIERSTRASS THEOREM. Let F be a vector subspace of the 
complex Banach space ~c(X) such that e E F and F separates points in X and is 
conjugation-invariant. Then either of the following assumptions implies that F 
is dense in ~ c(X) : 

(i) F is lattice ordered (Section 2) 
(ii) F is a subalgebra of~c(X). 

Proof If F1 denotes the subset of F whose elements are the real-valued 
functions contained in F, then F = F1 + iF1 by the conjugation-invariance of 
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the subspace F; clearly, e E F1 and F1 separates points in X, since F does. 
Thus if F is lattice ordered, then F1 is a vector lattice (Section 2), and (8.1) 
shows that F1 is dense in f(f R(X); by (8.2) the same conclusion holds if F is a 
subalgebra of f(fc(X), for then F1 is a subalgebra of f(f R(X), This completes 
the proof. 

It is customary to call a Banach lattice E an (AL)-space (abstract L-space) 
if the norm of E is additive on the positive cone C. The reason for this termi­
nology is that every L 1(/1,) (over R) possesses this property and that, con­
versely, every (AL)-space is isomorphic (as a Banach lattice) with a suitable 
space L1(p) (Kakutani [1]; cf. Exercise 22). A Banach lattice E is called an 
(AM)-space (abstract (m)-space) if the norm of E satisfies IIsup(x, y) II = sup 
(lIxll, Ilyl!) for all x, y in the positive cone C; E is called an (AM)-space with 
unit u if, in addition, there exists u E C such that [-u, u] is the unit ball of E. 
(Clearly, such u is unique and an order unit of E.) It is immediate that every 
Banach lattice f(fR(X) is an (AM)-space with unit (the unit being the con­
stantly-one function e); we will show that this property characterizes the 
spaces f(f(X) over R among Banach lattices. More generally, every (AM)-space 
is isomorphic with a closed vector sublattice of a suitable f(fR(X) (Kakutani 
[2]). Let us record first the following elementary facts on (AL)- and (AM)­
spaces; by the strong dual of a Banach lattice E, we understand the dual E' 
(= E+) under its natural norm and canonical order. 

8,4 

The strong dual of an (AM)-space with unit is an (AL)-space, and the strong 
dual of an (AL)-space is an (AM)-space with unit. Moreover, if E is an Archi­
medean ordered vector lattice, u an order unit of E, and p u the gauge function of 
[-u, u], then the completion of(E,pu) is an (AM)-space with unit u. 

Proof Let E be an (AM)-space with unit u; the strong dual E' is a Banach 
lattice by (7.4), Corollary 2. If x' E C' then Ilx'll = sup{l(x, x')I: x E [-u, u]) 
= (u, x'); hence the norm of E' is additive on the dual cone C'. 

If F is an (AL)-space, the norm of F is an additive, positive homogeneous 
real function on C, and hence defines a (unique) linear formflon F such that 
fo(x) = IIxll for all x E C; evidently we have 0 ~fo E F'. It follows that 
g E F' satisfies IIg II ~ 1 if and only if g E [ - fo, fo], and hence the norm of the 
strong dual F' is the gauge function of [-fo'/o]. Now if g ~ 0, h ~ 0 are 
elements of F' such that Ilg II = A1' Ilh II = A2' then g ~ A do and h ~ Ado, 
since the order of F' is Archimedean. Consequently, Ilsup(g, h) II ~ SUp(A1' A2), 
and here equality must hold or else both the relations Ilg II = A1, Ilh II = A2 
could not be valid. Therefore, under its canonical order, F' is an (AM)­
space with unitfo. 

To prove the third assertion, we observe that if E is an Archimedean 
ordered vector lattice and u is an order unit of E, then Pu is a norm on E, 
and even a lattice norm, since [- u, u] is clearly solid. The completion (E, Pu) 
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of (E, Pu) is a Banach lattice (with respect to the continuous extension of the 
lattice operations) whose unit ball is the set {x E E: -feu) ~f(x) ~f(u), 
fE C}, and hence the order interval [-u, u] in E. As in the preceding para­
graph, it follows that (£, Pu) is an (AM)-space with unit u. This ends the proof. 

Let E 1= {O} be an (AM)-space with unit u; the intersection of the hyper­
plane H = {x': (u, x') = I} with the dual cone C' is a convex, aCE', E)-closed 
subset Ho of the dual unit ball [-u, ur.1t follows that H o, which is called the 
positive face of [-u, u]O, is aCE', E)-compact; hence C' is a cone with weakly 
compact base, and t E Ho is an extreme point of Ho if and only if {At: A ~ O} 
is an extreme ray of C (Chapter II, Exercise 30). 

Now we can prove the representation theorem of Kakutani [2] for (AM)­
spaces with unit. 

8.5 

Theorem. Let E 1= {O} be an (AM)-space with unit and let X be the set of 
extreme points of the positive face of the dual unit ball. Then X is non-empty and 
aCE', E)-compact, and the evaluation map x ~ f (where f(t) = (x, t), t EX) 
is an isomorphism of the (AM)-space E onto Y&' H( X). 

Proof. Let u be the unit of E. Since the positive face Ho of [-u, u]O is convex 
and aCE', E)-compact, the Krein-Milman theorem (II, 10.4) implies that the 
set X of extreme points of Ho is non-empty. Since Ho is a base of C', it 
follows from (1.7) that t E X if and only if t is a lattice homomorphism of E 
onto R such that t(u) = 1. It is clear from this that X is closed, hence compact 
for aCE', E). The mapping x ~ f is clearly a linear map of E into Y&' H(X) that 
preserves the lattice operations, since each tEXis a lattice homomorphism; 
to show that x ~ f is a norm isomorphism, it suffices (since E and Y&' H( X) are 
Banach lattices) that Ilfll = Ilxll when x;;;; O. For x ~ 0 we have Ilxll 
= sup{(x, x'): Ilx'll ~ I} = sup{(x, x'): x' E Ho}; since Ho is the aCE', E)­
closed convex hull of X and each x E E is linear and aCE', E)-continuous, it 
follows that (x;;;; 0) sup{ (x, x'): x' E Ho} = sup{ (x, t): t EX} = Ilfll. Thus 
x ~ f is an isomorphism of E onto a vector sublattice F of Y&' H( X) that is 
complete and contains e (the image of u); since E separates points in E' and 
a fortiori in X, it follows from (8.1) that F = Y&' H( X), which completes the 
proof. 

We conclude this section with two applications of the preceding result; 
the first of these gives us some more information on the structure of (AL)­
spaces, the second on more general locally convex vector lattices. 

From (8.4) we know that the strong dual E'( = E+) of an (AL)-space E is 
an (AM)-space with unit; hence by (8.5), E' can be identified with a space 
Y&' H(X), where X is the set of extreme points of the positive face of the unit 
ball in E". By (7.4), the Banach lattice E' is order complete, which has the 
interesting consequence that X is extremally disconnected (that is, the closure 
of every open set in X is open). In fact, let G c X be open and denote by S 
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the family of all IE rc R( X) such that I E [0, e] and the support S J is contained 
in G. S is directed (~) and majorized bye; hence 10 = sup S exists. Since G 
is open, it follows from Urysohn's theorem that lo(s) = 1 whenever s E G, 
and that lo(t) = ° whenever t ¢: G. Thus 10 is necessarily the characteristic 
function of G since 10 is continuous, and this implies that G is open. 

Therefore, if E is an (AL)-space, then E' can be identified with a space 
rc R(X), where X is compact and extremally disconnected, and it follows that E 
itself can be identified with a closed subspace of the Banach lattice J!{ R(X) 
which is the strong bidual of E. For a characterization of E within J!{ R(X), 
let us consider the subset B c J!{ R(X) such that Jl E B if and only if for each 
directed (~), majorized subset S c rcR(X) it is true that lim Jl(f) = Jl(sup S), 
the limit being taken along the section filter of S. It is not difficult to verify 
that B is a vector sublattice of J!{ R( X); in fact, if S is directed (~) and 
10 = sup S, and if 10 ~ ° (which is no restriction of generality) then there 
exists, for given Jl E Band 6> 0, a decomposition 10 = go + ho(go ~ 0, 
ho ~ 0) such that /1+(h o) < 6 and /1-(go) < 6 «1.5), formula (7». Using that 
Jl E B, we obtain after a short computation that /1+(fo) < sup{Jl+(f): I E S} 
+ 36, which proves that Jl+ E B. Thus B is a sublattice of J!{ R(X) which is 
clearly solid; it is another straightforward matter to prove that B is a band 
in J!{ R(X), The only assertion in the following representation theorem that 
remains to be proved is the assertion that B = E. 

8.6 

Theorem. Let E be an (AL)-space. The Banach lattice E' (= E+) can be 
identified with rc R(X), where X is a compact, extremally disconnected space. 
Moreover, under evaluation, E is isomorphic with the band 01 all (real) Radon 
measures Jl on X such that 

lim Jl(f) = /1(sup S) 
JeS 

lor every majorized, directed (~) subset S olrcR(X). 

Proof. It is easy to see that (identifying E' with rc R(X) and E with its canoni­
cal image in E" = J!{ R(X» we have E c B (see the preceding paragraph for 
notation). For if S is majorized and directed (~), every section of S is 
aCE', E)-bounded and hence the section filter aCE', E)-converges to sup S; 
the assertion follows since Jl E E is aCE', E)-continuous. 

To prove the reverse inclusion, let ° ~ v E B and let Jlo = sup [0, v] (") E. 
Then the section filter of [0, v] (") E is a Cauchy filter for the norm topology, 
since E is an (AL)-space (Section 7, Example 5), and hence Jlo E E, since E is 
norm complete. Now Jll = V - Jlo is an element of B lattice disjoint from E; 
it will be shown that this implies /11 = 0, and hence B = E by (1.3). 

Denote by Tl the support of Jl1 ; if T = X ~ T 1 , then T is open and /11 (f) = ° 
for each I whose support TJ is contained in T. The family of all IE [0, e] 
such that TJ c T is directed, and its least upper bound 10 is necessarily the 
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characteristic function of the closure T. Since Pl E B, it follows that Pl ([0) = 0; 
hence T ("'\ Tl = 0, which shows that Tl is open and closed. If Tl = 0 the 
proof is complete; hence assume that Tl is non-empty. Since Tl is open, there 
exist elements pEE whose support intersects Tl (otherwise E would not 
distinguish points in E' = CC R(X», There exists, consequently, a positive pEE 
such that Ilpll = I and whose support is contained in Tl (it suffices to take a 
positive lEE for which l(go) > 0, where go = e- fo, and to consider go. l). 
The proof will now be completed by showing that this last statement is false. 

Let 8n = rn (n EN). By formula (7) of(1.5) there exist (since inf(p, Pl) = 0) 
decompositions go =J" + f:, wherefn ~ 0,/: ~ 0 and such that Pl(J,,) < 8~, 
p(f:) < 8;, so that p(J,,) > I - 8; (n EN). Let Gn = {t:J,,(t) > 8n} for all n, 
then Gn is open and Gn is closed and open. If we write p(A) in place of P(XA.) 
whenever A c: X is a subset whose characteristic function XA. is continuous, 
we obtain Pl(Gn) < 8n; in fact, Pl(Gn) ~ 8n would imply that Pl([ri) ~ 
8n Pl(Gn) ~ 8;, which is contradictory. Now let Hk = U {Gn: n ~ k + I}; then 
Hk is closed and open, and it follows from Pl E B that Pl(Hk) .< 8k' since the 
characteristic function of Hk is the least upper bound of the characteristic 
functions of the sets Gn(n ~ k + 1). Now 'define gn by gn = sup{f,,: v ~ n} 
(n EN); then {gn: n EN} is a monotone (~) sequence; let h = inf{gn: n EN}. 
In the complement of Rk one has f.(t) ;:;i 8. whenever v ~ k + 1, and hence 
gn(t) ;:;i 8n whenever n ~ k + 1; in view of Pl(Hk) < 8k' it is clear that Pl(h) 
;:;i 8k' This implies Pl(h) = 0 and thus h = 0, for the support of h is contained 
in the support Tl of Pl' On the other hand, since pEE c: B, we have 
limn p(gn) = p(h) = 0, which conflicts with p(/,.) > 1 - 8;, since 0 ;:;i/,. ;:;i gn 
for all n. This completes the proof of (8.6). 

COROLLARY 1. In an (AL)-space E each order interval is weakly compact. 

Proof. Since E is a band in E"( = E+ +), E is a solid subspace of E"; thus 
if x, y E E, we have [x, y] = (x + C) ("'\ (y ..., C) = (x + C) ("'\ (y - C") where 
C, C" denote the positive cones of E, E" respectively. Since C" is a(E", E')­
closed, it follows that [x, y] is aCE", E')-closed and hence a(E", E')-compact. 

COROLLARY 2. Every (AL)-space E is an order complete vector lattice of mini­
mal type; by contrast, its order dual E+ is not of minimal type, unless E is of 
finite dimerzsion. 

Proof. Since E can be identified with a band in E" = E+ +, it is clearly of 
minimal type (Section 7). If, on the other hand, E+ (which can be identified 
with CCR(X» is of minimal type, then by (7.5), Corollary 1, the section filter of 
each directed (;:;i), majorized set S converges to sup S pointwise (even uni­
formly) on X, which implies that each open subset of X is closed, and hence 
that the topology of X is discrete. Since X is compact, X is finite, and hence 
E+ and E are finite dimensional. 

Our second application of (8.5) is the following result. 
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8.7 

Let (E, ~) be a l.c.v.l. which is bornological and sequentially complete. There 
exists afamily of compact spaces Xa(IX E A) and a family of vector lattice iso­
morphismsfa ofC(! R(Xa) into E (IX E A) such that ~ is the finest I.c. topology on E 
for which eachla is continuous. 

Proof. In view of(5.5) and (6.4), the assumption that (E,~) be bornological 
implies that ~ is the order topology ~o. Hence by (6.3), (E, ~) is the inductive 

00 

limit of the subspaces (Ea, Pa) (IX E A) where Ea = U n[ -aa' aa], Pa is the 
n=l 

gauge of [ -aa' aa] on Ea, and {aa: IX E A} is a directed subset of the positive 
cone of E such thatUaEa = E. By (6.2) each (Pa, Ea) is a Banach lattice, and 
by (8.4) even an (AM)-space with unit aa' Hence by (8.5), (Ea' Pa) can be 
identified with C(!R(Xa) for a suitable compact space Xa, and the assertion 
follows from the definition of inductive topologies (Chapter II, Section 6). 

EXERCISES 

I. A reflexive, transitive binary relation" -< " on a set S is called a 
pre-order on S. A pre-order on a vector space Lover R is said to be 
compatible (with the vector structure of L) if x -< y implies x + z -< y + z 
and Ax -< AY for all Z ELand all scalars A > O. 

(a) If (X, :E, Jl) is a measure space (Chapter II, Section 2, Example 2), 
the relation "f(t) ~ get) almost everywhere (Jl)" defines a compatible 
pre-order on the vector space (over R) of all real-valued :E-measurable 
functions on X. 

(b) If" -< " is a compatible pre-order, the relation" x -< y and y -< x" 
is an equivalence relation on L, the subset N of elements equivalent to 0 
is a subspace of L, and LjN is an ordered vector space under the relation 
" ~ ~ Y if there exist elements x E ~, Y E Y satisfying x -< y". 

(c) The family of all compatible pre-orders of a vector space Lover R 
is in one-to-one correspondence with the family of all convex cones in L 
that contain their vertex O. 

2. The family of all total vector orderings (total orderings satisfying 
(LO) 1 and (LOh, Section I) of a vector space L is in one-to-one corres­
pondence with the family of all proper cones that are maximal (under 
set inclusion). Deduce from this that for each vector ordering R of L, 
there exists a total vector ordering of L that is coarser than R. (Use 
Zorn's lemma.) Show that a total vector ordering cannot be Archi­
medean if the real dimension of L is > 1. 

3. Let L be an ordered vector space with positive cone C. Let N be a 
subspace of L, and denote by C the canonical image of C in Lj N. 

(a) If N is C-saturated, then C defines the canonical order of LjN. 
(b) If L is a t.v.S. and if for each O-neighborhood V in L there exists 

a O-neighborhood U such that [(U + N) (1 C] C V + N, then C is 
normal for the quotient topology. (Compare the proof of (3.1).) 


