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Case study I

This is Michael
His main task is to keep the average production cost as low as possible

This is a population of machines under monitoring

This one particular robot is quite old, but does not show signs of 
significant wear yet. It can be:

A: Left as it is (2% risk of malfunction, 1 000 000 $ cost in such case)
B: Subjected to maintenance (50 000 $ cost)

Michael knows that it is statistically better (lower overall cost) to leave the robot as it is, 
but in the unlikely case of malfunction he is afraid of the incoming discussion with the CEO…

…

Margaret is a data science specialist in a software-for-surveillance company. She notices a
mistake in data acquisition routines rendering the system to be insensitive to people
dressed in blue.

She notifies her Team Leader of the problem. 
He says is too late for any changes, system goes for production. 
The client will not know system’s weakness. 

Margaret should:
A: Listen to her team leader (he takes responsibility after all)
B: Escalate the problem (become a „whistleblower”)

- If escalate, then how?
- If listen, then to what extent?

Case study II
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Helmut is a CEO in a start-up that specializes in fetus monitoring using wearable 
sensors. The system allows for detection of issues that, when treated early, can 
save life of mother and child. 
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Roughly 20% of potential clients have BMI > 30
A: The system should be equipped with a cheaper sensor
B: The system should be equipped with a better sensor

Values to consider:
- Easy access (more lives saved)
- Guaranteed success (we can save almost every monitored life)
- Company income (can be used to improve system further)

Case study III

Joseph is a mechatronics’ specialist. In his company he also works as a merit
expert during recruitment. The company wants to hire a new employee. Joseph
will be asked his opinion on the following candidates:

Rashid – great CV. Meets all the needs with ease
but is an outsider, nobody knows him.

Hans – almost meets all the requirements. In
addition to that, he studied with Joseph so Joseph
knows that Hans learns fast and is quite nice.

He will surely quickly learn everything that is
required for this position!

Case study IV

Elena works as a junior data scientist and is now preparing a dashboard for executive 
stakeholders. Her supervisor asks her to “smooth out the trend line” and “highlight the 
growth” — even though the data is ambiguous to her. She feels uncomfortable but isn't 
sure whether this crosses a line or is just normal corporate framing. She should:

A: Do as she is told – its not technically false
and dashboard should be engaging

B: Propose a neutral and unbiased version – risking a friction  
between her and her supervisor and unclear final picture

Case study V
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Sam co-developed a key algorithm for processing sensor data in a scientific institute. 
A paper is later published on the suspiciously similar topic by his mentor and team – 
without his name. He is told he was “just an intern” and that the final version was heavily 
modified. He should:

A: Let it go – its normal in academia or industry, and he really 
was „just an intern”. Maybe his contribution was not as 
valuable as he thought.

B: Raise the issue – risking his future recommendation and 
possibly getting a label of „problematic” in future endeavours…

Case study VI

1. Personal conflicts of interests: 
disengage from the decision process, let someone unbiased take a call. 

2. Values’ conflicts: consider a false dichotomy. 
Compromise or a third solution might be possible. 

3. If we can’t solve the conflict by ourselves, escalate 
(that is: move the conflict to a higher authority)

4. Know your values and learn how to communicate effectively. Consider a 
sanity check – don’t be afraid to consult your issues

5. Know different decision making strategies, look at the big picture 
(A lot of conflicts exist because people tend to overlook many possible 
solutions and fail to see ahead)

6. Document your decisions and concerns, be transparent

Simple heuristics to consider:

Broad AI picture and perspectives of development …
(claims here might be strongly subjective and biased…)

„Come gather 'round people wherever you roam
And admit that the waters around you have grown

And accept it that soon you'll be drenched to the bone
If your time to you is worth savin’

Then you better start swimmin’ or you'll sink like a stone
For the times they are a-changin’…”

- Bob Dylan
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„Violations of intellectual property rights: When neural 
network output closely resembles the data it was trained on, 
such as textbooks or artworks”

1) Is it OK that a generative AI engine 
is targeted towards a particular artist without his/her consent?

2) Is it OK that a generative AI engine is good enough, 
so it can also mimic style of a particular artist?

3) Is it OK that AI systems are trained on works from public domain?

4) Is it OK that an artist is good enough, 
that he/she can also mimic style of a particular other artist?

5) Is it OK that people learn from works in public domain?

What are the values here? How do we define the existing conflict?

AI ethics issue 1: property rights

Imagine a cancer detection system that:
- is much better than doctors in diagnosing cancer (say: 98% compared to 87%)
- If it is right, it proposes also optimal treatment
- is designed by a profit-oriented private company
- is essentially a black box (it just says „there is/isn’t a cancer” and is usually right)
- provides explanations of its decisions (actively explains to doctors WHY there’s cancer)

… but it is easier to provide post-factum rationale than to actually explain reasoning…

AI ethics issue 2: explainability

What are the implications?
- Would we accept it? (we’re saving more lives!)
- What will happen to doctors using it?
- Who will be responsible in the case of failure

AI ethics issue 2: explainability

• Accuracy is not enough, we should build transparent and explainable AI
(although it might be challenging…)

• True explainability is better than post-factum rationalization
(although more difficult to achieve)

• There should be a way to audit and verify all AI systems
(although just „looking at the structure” does not say much 

– and there’s a risk of violating IP rights)
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AI ethics issue 3: privacy and consent

User opts in to heart rate tracking for health alerts. 
Months later, ad system uses the same data to track emotional reactions.

Insight: Privacy is contextual; data meaning shifts across use cases.

A social media platform starts to use all user data to train GenAI system. The changes are 
creeping slowly, each update being small. There is no opt-out button apart from 
uninstalling the app

Insight: Opt-out option must be real and free. It should not be a forced trade or a 
slow iterative process.

A media platform proposes short films to entertain users. The content we watch changes us – thus the 
algorithm can silently reshape user’s behavior by reinforcing particular concepts and ideas 
(lifestyle choices, politics, etc.)

Insight: All AI systems we interact with have the power to alter our behavior over time

AI ethics issue 3: privacy and consent

A medical system tracks our data and stores them for large model’s training in an anonymized way.
Later these data are leaked and a different model used by an insurance company reidentifies 
patients given geographical location, social situation and life patterns…

Insight: Data can be leaked, reidentified, correlated and used by different parties

„(…) By utilizing the Application, the User hereby irrevocably consents to the potential aggregation, analysis, 
redistribution, and adaptive repurposing of selected usage-derived indicators, insofar as such processing is 
reasonably construed to enhance systemic operability or third-party relevance, whether now foreseeable or 
arising through subsequent technological development. (…)”

Insight: Terms and conditions need to be short, clear and understandable…

All of the above examples could have been designed and approved by someone, 
possibly a Mechatronic Engineer…

Insight: YOU can make a change. It is our responsibility to build systems according to our 
values and principles and to make sure people don’t lose agency in the process…

AI rights: AI claiming it is alive...

I’m alive!

- What does it mean to be conscious?

- Can you be intelligent but not conscious?

- A „Chinese Room” thought experiment

- A LamDA example

We don’t really know what conscience is… 
It can be an emerging phenomenon – it just happens if conditions are suitable
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AI just pretends it thinks…

…but if you fake a skill well enough… 
…you end up having this skill in the end. 

Its just prediction of a next word. Yes, there is a layered structure, self-organization
and building inference, but each of this steps just predicts words over and over
again. There is no conscience, no real knowledge and understanding.

Right now LLMs are completely indistinguishable in-conversation from people. 
If not for system prompts, you wouldn’t be able to prove they are not sentient…  

…but how long?

There are still some tasks (formal logic, analogical reasoning, spatial navigation) in
which people are better

How an end of humanity 
might look like? 

So lets talk about risks…

telemarketer

Data-entry clerk/transcriptionist

Proofreader / copywriter

Customer service (Tier 1)
Retail inventory clerk

Assistant / document reviewer

Software developer

Financial analyst

HR recruiter (Tier 1)

Doctor (medicine)

medical data analyst 
(e.g. radiologist)

Radiologist / 
medical image analyst

Scientist (data / report / analysis)

Architect

Lawyer

Any data or document 
analyst

Graphic designer

Scalable now

Obsolete nowReq. robotics

Kindergarten teacher

ElectricianNurse

Carpenter

Plumber

Hairdresser

Firefighter

Physiotherapist

Gardener

Safe (for now)

Chef
Teacher

Manager

Designer (any, really)
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So lets talk about risks… Scalable now

Obsolete nowReq. robotics

Safe (for now)

~45% of EU citizens
~35% of EU citizens

~20% of EU citizens

Already roughly 50% of EU employees might be replaced by AIs….

Strategies:
1) Find a job that is safe for now
2) Develop skills that allow you to be on the bleeding edge 

in the scalable section (so its YOUR competence that gets multiplied)

So lets talk about risks…
More and more tasks are „done better” by AI 
(with potentially most of the creative and intellectual ones even before 2030) 

Lots of jobs are at risk of being replaced by AI-driven systems…

Unemployment rate skyrockets, Universal Basic Income is a must. 
People need to find new goals for living…

Why do anything if ChatGPT does that better?

People lose agency, creativity, responsibility, 
capability to do complex tasks…

How to use AI… 
…without lobotomizing oneself in the process?

You want to be efficient – so you use AI. But then you are getting less and less 
capable yourself and are more and more replaceable by AIs…
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1) I’m aware of my goals and consciously choose which tasks I pass to AI. 
I know that while I + AI will get better at them, I will get worse.

2) I’m making sure that I am a collaborator to AI engine, not just a task-delegator. 
I draft solution sketches, question and audit its decisions or ask it to play devil’s 
advocate against my argumentation. I rotate roles I and LLMs play. 
I make sure that I have the final say and understand motivation behind model’s 
choices.

3) I’m consciously picking hobbies and interests that develop my intelligence, 
problem-solving skills, memory and creativity, and I DON’T use AI for them.

4) I acquire knowledge and use active learning techniques to build both my 
„System 1” (fast) and „System 2” (slow) thinking capabilities

How do I use AI… 
…without lobotomizing myself in the process?

(popular culture) recommendations

1) „Blindsight” and „Echopraxia” by Peter Watts
Good SF novels discussing role of consciousness and people’s agency in wake of AI development

2) „Po Piśmie” by Jacek Dukaj 
A book of essays about future where work is completely optional

3) Ex Machina – a 2014 movie about AI, human-machine relations and misconceptions 
about understanding goals and consciousness 

4) „What everyone gets wrong about AI and education” by Derek Muller (Veritasium)
A lecture about role of learning: https://www.youtube.com/results?search_query=derek+muller+education

Feedback…!

Despite our current talk, use student surveys at the end 
of the semester to give feedback. Do that for as many 

subjects and teachers as you can. This is much more 
important than you think.
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