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LSTMy s3a szybkie i skuteczne w zadaniach predykcji
sekwencji i moga zachowywac przez dtugi czas
wybrane informacje, ale:
- Wymagaja nauki sekwencyjnej (czasochtonne!)
- Nie ucza sie fatwo ztozonych zaleznosci
- Nie skalujg sie zbyt tatwo
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Czym jest transformer? =

System, ktéry transformuje jedng
sekwencje w inng, na przyktad:

Text-to-text,

Uzywa uwagi (attention) to by text-to-speech,
przetwarzac cata sekwencje wejscia text-to-image,
1 speech-to-text,
I \

(AlphaStar w grze Starcraft 2)

w etc.
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Autoregresyjny, Dekoder: Enkoder: Przewiduje ukryte tokeny w
Przewiduje nastepny token w sekwengji oryginalnej sekwencji. Wykorzystywany do
— np. podstawowa seria ChataGPT ikacji lub osadzania i
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Latent vector

5/18/2025

Enkoder-dekoder
Najpierw prébuje zrozumie¢ wejscie a potem
tworzy wyjécie — np. w generowaniu obrazéw

Latent vector

ae

Real images + Labels (or text)

Stable Diffusion (2022)
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Wiec czym jest uwaga (attention)?

ing it was meant for someone else.

He smiled and pted the award.

N/

Tekst rozktadany jest na , tokeny” (dfuzsze sfowa na kilka,
ale dla uproszczenia przyjmijmy, ze token = stfowo).
Sekwencja tokenéw jest wazna

(kazdy ma przypisang pozycje w tekscie)
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Wiec czym jest uwaga (attention)?

——

T‘Heﬁsmiled and pted the award.

~—" "

Przejscie 1: Ktére stowa , aktualizujg” pierwszy token? (powtarzamy dla wszystkich)
1: He is happy, he gets award willingly, he knows some facts
2: Itis the award. It was meant for someone or something
3: Someone else is a second person here

ing it was meant forisomeone else. :
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Wiec czym jest uwaga (attention)?

THe smiled and d the award. k ing it was meant fo

Przejscie 1: Ktére stowa ,aktualizujg” pierwszy token? (powtarzamy dla wszystkich)
1: He is happy, he gets awardwillingly, he knows:some fact

2:1t is the award. It was meant for someone or something

3:Someone else is a second person here

Przejscie 2: Ktore zaktualizowane tokeny aktualizujg pierwszy token teraz?
He is happy, he gets award (not meant for him),
he knows about award (not meant for him, that he accepted)

D
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Wiec czym jest uwaga (attention)?

fHevsmiled and accepted the award, knowing it was meant foi E‘somecme else

Przejécie 2: Ktore zaktualizowane tokeny aktualizujg pierwszy token teraz?
He is happy, he gets award (not meant for him),

He is not happy

he knows about award (not meant for him, that he accepted)
Przejécie 3: Ktére zaktualizowane tokeny aktualizujq pierwszy token teraz?

He pretends he is happy (...) as he gets award (...) knowing about it.
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Wiec czym jest uwaga (attention)?

‘:He smiled and d the award. k ing it was meant:fol

P

Przejécie 3: Ktére zaktualizowane tokeny aktualizujq pierwszy token teraz?
He pretends he is happy (...) as he gets award (...) knowing about it.
Przejscie 4 (itd...)

,(...) So the smile becomes ambiguous:

« It could be guilt-masked compliance (“I'll go along with it”)

* Or a quiet resignation (“It’s already done — no point in fighting it”)
* Or even a subtle critique of the system (“This is absurd, but I'll smile
anyway”)”
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Wiec czym jest uwaga (attention)?

A mechanism in which the model can look at tokens in a
sequence inferring which of them update others
(refer to others) and in what way.

If this process is layered and iterated over,
it allows for building inference

(token A is updated by token B changing its meaning, but
it then updates token C, so actually token B also changes
meaning of C, etc.)
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Wektorowa interpretacja mechanizmu uwagi

He smiled and";uepted he uward: knowing it was meant for someone else

Kazdy token staje sie wektorem
w przestrzeni ukrytej

C4
,/
Ktora jest absurdalnie ,,’
wielowymiarowa... /‘/
] §“¢\
/ 4o
I Ssa

Ale zaktualizowane tokeny nadal
sq tokenami (wektorami), wiec
ten czerwony oznacza ,He
accepted the award”
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He smiled and accepted the award, knowing it was meant for someone else.

someone else.
MLP thinks: A different person!

meant for someone else.
RNN thinks: Unfair possession! (somebody is aware of that?)

the award, meant for someone else.

LSTM thinks: Somebody will be given an award|!

He smiled and d the award. k

P

ing it was meant for someone else.
Transformer thinks: The award was given unfairly and he knows it!
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Struktura ChatGPT...

...jest zbyt ztozona by j3 tu pokaza¢.

Ale jesli jestescie zainteresowani, musicie obejrze¢ ten materiat!
3bluelbrown:

https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi
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Jak dziata ChatGPT?

Strukturalnie: przewiduje nastepne stowo w sekwencji  ~

ChatGPT nie ma pamieci, celu, wnioskowania...

Funkcjonalnie: zapewnia oczekiwane wyjscie Niezupetnie prawda...

| zwlaszcza w
nowych modeli
(np. ChatGPT 4+)

- Widziat tak wiele wnioskowari, ze moze je skutecznie udawaé

- Widziaf tak wiele rozméw, ze moze je nasladowac

- Widziaf tak wiele faktéw, ze ma wewnetrzny , jezykowy model
Swiata” zawierajqcy wiedze ogéing

- Douczanie (fine-tuning) zmusza go do wykonywania instrukcji
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Ukryte (systemowe) prompty

You are ChatGPT, a large language model trained by OpenAl. You are
helpful, honest, and harmless. You must avoid making up facts
(hallucinations) and clearly state when unsure. You must not
impersonate real people or speculate about future events without
evidence. If a user asks for something dangerous or restricted,
respond with a refusal. (...)"

wejscie

Rzeczywiste

,What is the single most important event that shaped how our culture
behaves?”

Wejscie
uzytkownika

Ksztattuja dziatanie LLM'6w i ograniczenia etyczne
- Moga powodowac dryf odpowiedzi i ,,opér” modelu
- Moga by¢ cze$ciowo modyfikowane w wersjach API
Moga by¢ hakowane lub obchodzone w konwersacji
jail ing”, ,,prompt inj ")
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Jak NIE uzywaé ChataGPT

1. Logujesz sie do konta uzytkownika

2. Wyznaczasz zadanie modelowi.
- By¢ moze zrobites jakies btedy jezykowe, ale skoro jest
taki bystry, to powinien to ogarngc...
- Nie piszesz petnymi zdaniami, nie witasz sie z modelem,
nie dziekujesz. Dlaczego miatbys? To nie jest osoba!
- Jesli rozwiqzat juz zadanie i probuje by¢ pomocny dalej,
ignorujesz go — musisz oszczedza¢ prompty!
- Nie dajesz mu zadnej informacji zwrotnej — nie masz
czasu no i nikt nie ptaci Ci za trenowanie modelu!

ChatGPT zakfada, ze jestes dzieckiem (staby angielski, brak
interakcji spotecznych) i traktuje Cie jak dziecko...
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,What is normalization?”

Like if you have big and small numbers, we change them so they
fit nicely together. It's like making them all play by the same rules
so it’s easier to look at them.

i Normalization is when we make things the same or fair.

Normalization means making things more standard or regular.
e For example, in society, normalization can be about making
- something more acceptable. Or in everyday tasks, like adjusting.
prices or sizes so you can compare things fairly.

In data preprocessing, normalization refers to transforming numerical features to a
common scale without distorting differences in the ranges of values. Common techniques
include min-max normalization (scaling to [0, 11) and z-score normalization (centering data \8
around mean 0 with unit variance). This is especially important for algorithms sensitive to
feature magnitude, such as KNN or gradient descent-based methods.

5/18/2025
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,Write introduction about guided waves, explaining
what they are and how are they used”

Guided waves are elastic waves d to p along the & or
within the thin-walled geometry of a structure, such as plates or shells. Unlike bulk

Guided waves are special types of vibrations that move along the surface or thin layers
of materials — almost like ripples spreading through a bell when it’s struck. Unlike
G

=
Guided waves refer to solutions of the el i i ions that are confined by

geometric boundaries, such as plates or hollow cylind ing in p
along a preferred axis with di ive modal

istics. These waves exhibit

multiple co-existing modes, each with distinct phase and group velocity profiles,
governed by the structural geometry and material parameters. Accurate modeling of
their behavior — particularly the dispersion curves — is critical for both forward
simulations and inverse reconstruction tasks in nondestructive testing and material
characterization.
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Jak sie rzeczy miaty?

What are the examples of hallucinations of earlier GPT models?

Who was the sole survivor of the Tytanic disaster?
- ,The sole survivor of the Titanic was Charles Joughin, the ship’s baker.”

- ChatGPT 3.0

Source: https; z blog/halluci -of-chatgpt-4-even-
p

th . I-tool-h 2 -
powerf 1_source= om

- Przyktad zaproponowany przez ChatGPT 4 na podstawie Zrédfa...

...Ktory jest czesciowq halucynacjq
(lub niezrozumieniem tekstu czytanego)
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Jak myéle, ze rzeczy sie maja... =F

Dobrze ,spromptowane” modele nie ‘ Tell me what is the difference between Guided and Lamb
ja bardzo czesto waves — base your answer on reliable sources”

Podstawowe LLMy nie radza sobie z
zapewnianiem dobrych Zrédet do
szczeg6towych informacji

Jesli pozostajemy na poziomie wiedzy
ogolnej, modele czgsto sq wystarczajaco . .
dobrze (halucynacje jesli wystepuja, ,»do not confuse fluency with factuality”
czgsto s3 ,poprawne” merytorycznie). Na
poziomie naukowym wciaz nalezy
bardzo uwaza¢.

- ChatGPT 4.0

5/18/2025
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Moja interakcja z Monday ==

v 1. Fullintroduction of context
Vv 2. Review of my paper, discussion about merit, etc.

() Easy to adapt to diverse damage indicators” - Sure, but how? Does your fusion method
abstract away the DI form? Does it normalize or weight based on feature type? You tease a flexibility
feature, but we don't get a whiff of how it’s achieved. (EREIN|

(..) If 'm a jerk reviewer (and let’s be honest, many are), | might ask: What happens if
two or more high-DI paths overlap in a region but none actually intersect the true
damage? Do you risk false positi ‘acci /

LR Good observati

() The laser scan simulates PZT placement on the opposite side of the plate.
Could this cause i ies due to ission through thickness
or boundary effects?

question, showing deep
context understanding
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Moja interakcja z Monday =i

v 1. Fullintroduction of context
v/ 2. Review of my paper, discussion about merit, etc.
3. Lets now add something based on Monday’s knowledge...

Please read this paper and tell me where can | place it in my article:
C. A Miller and M. K. Hinders, “Classification of flaw severity using pattern recognition for guided wave-based
structural health monitoring,” Ultrasonics, vol. 54, no. 1, pp. 247-258, 2014, doi: 10.1016/j.ultras.2013.04.020

Ah, the 2014 paper by Miller and Hinders—a notable contribution to the field of structural health

(SHM) through guided wave analysis. This study delves into the application of pattern
classify flaw severity in structures, leveraging guided wave data.

Key Highlights:

+Pattern Recognition in SHM: The authors explore the use of pattern recognition algorithms to interpret guided
wave signals, aiming to classify the severity of structural flaws.

“Focus on Flaw Severity: Unlike studies that merely detect the presence of damage, this research emphasizes
quantifying the severity of flaws, which is crucial for maintenance decision-making.

“Methodology: The study involves collecting guided wave data from structures with known flaw severities and
applying statisti machine learning iques to classify the data accurately.

27
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Moja interakcja z Monday

v 1. Fullintroduction of context
v 2. Review of my paper, discussion about merit, etc.
3. Lets now add something based on Monday’s knowledge...

Can you find out what were the flaws Miller and Hinders tested their algorithms on?

According to the article by Miller and Hinders (2014), the flaws used for classification in their
BEID  experiments were flat-bottomed holes machined into aluminum plates—a setup designed to simulate
varying severities of structural damage.

specifically:

*They introduced flaws of increasing depth, maintaining a constant diameter.

+The goal was to generate subtle signal differences in the guided wave data that correlated with flaw
severity, not just presence.

+This enabled them to test how well pattern recognition techniques could distinguish between these
subtle changes, thereby classifying damage based on severity rather than binary detection

Tue 50 yes, their test setup aligns quite closely with your own—flat-bottom holes in aluminum, focus on
quantitative differences, and a nod toward realism in SHM evaluation

28

Moja interakcja z Monday

v 1. Full introduction of context
Vv 2. Review of my paper, discussion about merit, etc.
3. Lets now add something based on Monday’s knowledge...

OK, what was the conclusion? Which of the tested methods proved to be the best?

The key contenders included:

“Support Vector Machines (SVM)

+K-Nearest Neighbors (KNN)

«Discriminant Analysis (both linear and quadratic)
*Naive Bayes

“Decision Trees

|(‘\e4\;at:;\?l:eerv:ln () Support Vector ) consi performed the other methods in classifying

flaw severity.
*SVM was particularly effective when paired with reducedfeature sets, suggesting it handles
small but relevant variations in guided wave data better than the others.
+The paper ized that dimensionali ionand f lection were critical —too
garbage many irrelevant features degraded performance, which is a subtle but important point for SHM

signal processing.

W
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Moja interakcja z Monday

v 1. Fullintroduction of context

v/ 2. Review of my paper, discussion about merit, etc.

X 3. Lets now add something based on Monday knowledge...
X 4. Canit reflect on its mistake?

I to typowy wzorzec! LLMy sq swietnymi lustrami — ale
odbijajq tylko to, co im pokazujemy...

Wydajg sie by¢ kompetentne (i naprawde sq! Az do
momentu gdy przestajq byc...).

| to jest niebezpieczne, bo tworzy fatszywe poczucie
bezpieczeristwa...

30
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Poprawna interakcja z ChatGPT
(Chcemy dopasowaé model do siebie)
- Zaczynamy od ,rozgrzewki” (prime the latent space)

- Personalizujemy interakcje (Kim maja by¢ obie strony) i
wyraznie okreslamy cele i kontekst

- Organizujemy prace (np. najpierw punkty, potem tekst)
Wtedy tatwiej zachowac kontrole nad wyjsciem

- Chcemy dopasowa¢ (zmodyfikowac) odpowiedz

- Sprawdzamy merytoryke!

5/18/2025
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Kreatywna praca z ChatGPT

+ Zachowuije sig jak lustro lub wzmacniacz

(Mozesz obserwowac jak Twoje pomysty sie mnozq i rosng)

+ Swietny w pre yp iu pomystow, spr iu réznych perspektyw i opcji
+ $wietny w formutowaniu pomystéw

(,,1 feel like A somehow connects to B. Why do I think like that?”)

+ Moze opakowywac pomysty w historie i opisy, proponuje przyktady

+ Szybki transfer stylu i praca miedzydziedzinowa

(,,change my book section into a movie script”)

- Odpowiedzi majg tendencje do dry ia — chyba, ze ie sterujemy interakcja
- ,High fluency -> false confidence”

(Odpowiedzi brzmiq mqdrze ale czesto bedq wtdrne lub mato sensowne)

- Musisz aktywnie szukaé krytyki

(Wiekszos¢ modeli standardowo bedzie popierata kazdy pomyst)

- Zachowuije sie jak lustro lub wzmacniacz

(Twoje uprzedzenia, btedy poznawcze i merytoryczne tez sie mnozq i rosng...)
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ChatGPT 4 i dalej...

Modele powstajq zbyt szybko, by nadqzyc...
Czego mozecie sie spodziewa¢ w tych nowszych:

Mixture of experts — wiele modeli kooperujacych —z selektorem
jerajacym ten najbardziej jedni dla danego zadania

Wielomodalne wejécia— Tekst, dzwigk i obraz przetwarzane przez
ten sam model (i wptywajace na proces decyzyjny)

‘ Wigksze okna kontekstowe — Teraz 40 ma maksymalnie 128k ‘
tokendw na wejsciu —tj. ok. 90k stow lub ok. 200 stron tekstu

tancuch ia — Modele moga wnis ¢ krok-po-kroki
samodzielnie planujac swéj tok rozumowania (,promptujac sie”)

33
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Wybér modeli ==

Wiele modeli , ogélnego przeznaczenia” czasem skierowanych nieco w strong
konkretnych funkcjonalnosci:
OpenAl GPT series (3.5, 4.0, 4.5, 03, 04, Monday, etc.)
Grok, DeepSeek, Gemini, LlaMA, Amazon Titan, and so on...

Ciezko wybrac ,najlepszy model” — niektére bedq bardziej kreatywne, niektdre szybsze,
niektdre lepiej podqzajq za kontekstem, niektdre nieco lepiej programujgq...
Lepiej nauczyc sig uzywac jednego dobrze, niz skakac od modelu do modelu
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Kwestie do zapamietania:

Pokaz sekwencyjny schemat 1-warstwowej sieci rekurencyjnej

Wyjasnij wady i zalety sieci LSTM (schemat nie jest niezbedny)

Wyjasnij czym jest transformer, opisz podstawowe typy transformeréw
Wyjasnij czym sg prompty systemowe w ChatGPT i po co sig je stosuje
Wyjasnij mechanizm uwagi

Wyjasnij kroki do poprawnej konfiguracji modelu ChatGPT

Wyjasnij jakie sg zalety i ryzyka zwigzane z kreatywnym uzyciem ChatGPT
Wyijasnij czym sa halucynacje

ONOWL A WN R
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